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General Introduction

“Les hommes d’habitude voient les
choses telles qu’elles sont et disent «
pourquoi ? »
Je rêve de choses qui ne sont pas et je me
demande « pourquoi pas ? »”

Georges Bernard Shaw

A General context

Most pharmaceutical active ingredients are currently formulated in the solid form. They are,
for example, tablets, powders for inhalation or lyophilisates. These solids may be crystalline
or amorphous [1]. The crystalline solids are characterised by a long-range periodic structu-
ral organisation of the molecules, a high cohesive energy and a low entropy. This gives them
a very high physical stability. Conversely, in amorphous solids, molecules do not adopt any
long-range order and are less cohesive. Their structure is in fact identical to that of liquids,
although they have the rigidity of a solid. The amorphous form is inherently unstable phy-
sically. These differences between crystalline and amorphous forms have a strong effect on
their physical properties such as, for example, their solubility, their dissolution rate, their
stability [2–6] and their molecular mobility. The chemical stability [7–9] itself can also be af-
fected by physical instability [5]. Awareness of the specificities of the amorphous state and
its potential interests to improve the performance of pharmaceutical products is becoming
increasingly evident [10]. The annual publications on this subject have, for example, been
multiplied by ten during the last twenty years. From a practical point of view, amorphous
materials have both advantages and disadvantages for the pharmaceutical formulation.

Disadvantages: Partial or total amorphisation of an active pharmaceutical ingredient
can be induced unexpectedly by several processes frequently used in industrial manufac-
turing processes of tablets [4]. This is the case, for example, of milling, compression and
drying. These amorphisations must be avoided because they decrease the physical and che-
mical stability of the materials, which does not guarantee their therapeutic efficacy during
prolonged storage. Moreover, the kinetic of chemical modifications is generally the fastest in
the amorphous state. In particular, the surface effects such as oxidations and hygroscopicity
are amplified. In this case, it is extremely important to understand the amorphisation me-
chanisms associated with different industrial processes in order to better control and avoid
them.

Advantages: The therapeutic efficacy of the pharmaceutical active ingredients is often
better when they are formulated in the amorphous state [2; 7; 11; 12]. In particular, their
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A. General context

solubility in human body fluids is much higher than that of the corresponding crystalline
forms. Consequently, amorphous forms are particularly attractive for improving the solubi-
lity of poorly water soluble pharmaceutical active ingredients [13], the number of which has
increased exponentially in recent years. In practice, the use of the active principles in amor-
phous form requires improving their physical stability [14–17]. This is generally achieved
by mixing them homogeneously with biocompatible polymers having a high glass transition
temperature (Tg ) [18]. This induces an anti-plasticisation of the active principle (increase
of Tg ), i.e. a reduction of the molecular mobility essential for recrystallisation. Amorphous
excipients also have the property of preserving fragile biological molecules from the stresses
undergone during the formulation stages. They are in particular used for the formulation
of proteins [19] and of vaccines by lyophilisation. These excipients are mainly sugars and
polyols with well-known lyoprotectant properties.

There are currently many amorphisation techniques. These techniques can be classi-
fied into three main categories that are distinguished by the different fundamental physical
mechanisms they involve:

- The mechanical route [13; 20; 21]. This route consists in the progressive mechanical
destruction of the crystalline order until an amorphous disordered solid is obtained.
The mechanical action can be static as in the case of compression, or dynamic as in
the case of mechanical milling [22–24]. Dehydration of a hydrated crystalline form
also falls into this category [25; 26]. The main advantage of the mechanical route is
that the amorphisation takes place directly in the solid state, i.e. without having to
heat the material above its melting point [27]. This amorphisation route therefore ge-
nerally allows amorphisation without chemical modification of the material [27–29].
However, it is essential to carry out the milling below the glass transition temperature
of the material [30]. This requires the use of cryomilling when the Tg of the material is
below ambient temperature, in order to avoid recrystallisation issues.

- The thermal route. This is the most classical route. It consists in melting the crystal
to obtain a liquid, and then cooling the liquid sufficiently rapidly to avoid its crystal-
lisation and to a sufficiently low temperature (below Tg ) so that it has the viscosity of
a solid [31; 32]. This route has two intrinsic difficulties. On the one hand, it is not al-
ways possible to reach the cooling rate that will allow avoiding the recrystallisation of
the liquid. On the other hand, obtaining the liquid phase often causes uncontrolled
and undesirable chemical modifications (degradation or mutarotation, for example).
In practice, on an industrial scale, the thermal pathway is often coupled with tech-
niques using mechanical action such as extrusion [33]. So both thermal and mecha-
nical routes are combined. This makes possible to heat less the materials and avoid
chemical degradation.

- Concentration of a diluted form without crystallisation. The diluted form may be a
gas (condensation of a vapour on a cold surface) or a liquid (concentration of a solute
in a solution). In the latter case, the most commonly used methods are freeze-drying
(lyophilisation) and spray-drying [34]. Freeze-drying consists in freezing a solution
and then sublimating the solvent by applying very low pressures. An amorphous ma-
trix is then obtained. It has a high porosity which is generally very useful for accelera-
ting the re-dissolution of the active principle when the drug is administrated. Spray-
drying [34] consists in spraying the solution into fine droplets which are subsequently
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suddenly dried in a hot gas [35]. The drying speed makes it possible to avoid crystalli-
sation and to recover an amorphous and fine powder. This is a simple and fast method
allowing the generation of large quantities of amorphous material [36]. It is therefore
widely used in the pharmaceutical industry. However, it has the disadvantage, as the
freeze-drying, to use solvents which may remain in the final product with toxic or plas-
ticising effects. Moreover, there are a lot of poorly water soluble drugs for which it is
not always possible to find an appropriate solvent.

Given the wide variety of amorphisation techniques and knowing the existence of poly-
amorphism situations (HDA and LDA water [37; 38]) or possible polyamorphism situations
(mannitol [39; 40], TPP [41–43]), it is legitimate to ask whether amorphous products produ-
ced by different techniques have the same physical and chemical properties. In particular,
we can wonder whether they have exactly the same structure, the same molecular mobility,
the same physical stability and the same chemical structure. These properties are indeed
crucial for optimising the therapeutic efficacy of a drug and guaranteeing its storage stability.
The general objective of the thesis will then be to seek and identify structural, dynamic and
chemical differences that potentially exist between amorphous forms of the same material
obtained by different amorphisation routes. The achievement of this objective will in parallel
allow to address fundamental questions of condensed matter physics such as: physical me-
chanisms involved in the different amorphisation routes, states far from equilibrium, glass
transition, phase transformations and polyamorphism. In particular, we will improve our
understanding of the transformation mechanisms induced by non-classical methods (mil-
ling, freeze-drying, spray-drying) used for altering the physical states of solid materials, and
predict these changes (amorphisation or polymorphic transformations). Phase transforma-
tions induced by nonequilibrium perturbations of various types (variations of temperature
or pressure, dehydration, etc) will be also investigated.

B Main objectives

Our goal is to determine the impact of an amorphisation method on the physico-chemical
properties of the amorphous compound obtained. A great deal of research has been car-
ried out in this direction - especially in our laboratory for many years [13; 25; 27; 30; 44–47]
- and it mainly concerned milling and melt-quenching techniques. In particular the mecha-
nism and physical parameters governing amorphisation under milling were studied. In this
thesis, we will extend these investigations to spray-drying and freeze-drying amorphisation
methods, and use new tools (neutron scattering and molecular dynamics (MD) simulations).
Our specific objectives will thus be:

- To determine the energy, structural and dynamic changes induced by the four amor-
phisation methods, and their effect on the properties of the resulting glasses.

- To focus on the structural and thermodynamic changes taking place during the amor-
phisation under milling.

Our investigations will mainly be carried out on a model molecule: lactulose. It is a sugar
(disaccharide) widely used in the pharmaceutical and food industries. After having perfor-
med some preliminary tests, we have chosen this material because it meets some required
conditions for our study: ease to amorphise, high glass transition temperature (so that it is
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stable during transportation for experiments on large instruments), reasonable price, non-
toxic, not yet deeply studied in the literature.

To date, only amorphous lactulose obtained by melt-quenching has been studied. Its
glass transition temperature Tg is not clearly defined, since different values ranging between
79 °C and 94 °C have been reported in the literature [48–50]. In a first step, we will there-
fore produce amorphous lactulose by melt-quenching, and we will try to explain these dif-
ferences. Afterwards, we will produce amorphous lactulose by the three other techniques:
milling, spray-drying and freeze-drying. These amorphous compounds will be first charac-
terised by DSC, TGA and NMR.

A striking feature of lactulose is the possibility to exist in five different tautomeric forms,
which can interconvert by a mutarotation mechanism [51]. We will thus study the influence
of the different tautomers on the physical properties of the amorphous samples. Differences
between the amorphous samples due to chemical changes will be clarified aiming to unravel
the true impact of the amorphisation mechanism itself.

After having characterised the different amorphous lactulose on a macroscopic scale
(DSC, TGA), they will then be analysed on a nanoscopic scale by neutron scattering and MD
simulations. Thanks to the high neutrons sensitivity to hydrogen, neutron scattering repre-
sents the ideal probe for investigating either the structure or the dynamics of hydrogenous
materials [52]. From the neutron scattering and MD simulations, a comprehensive picture
of the hydrogen bonds (HBs) network of the compounds can be retrieved. The importance
of HBs on the physico-chemical properties of molecular compounds is no longer to be de-
monstrated [53; 54]. Neutron diffraction will allow to determine the structure of the different
amorphous compounds. Since the molecular vibrations are sensitive to the local environ-
ment, inelastic neutron scattering will further indirectly provide support and complement
structural information on the compounds at a local scale. All the experimental data obtai-
ned will be always analysed and discussed on the basis of the results of molecular modelling
(DFT calculations and MD simulations).

C Organisation of the thesis

This thesis is divided into five chapters.

The first chapter presents the concepts and approaches of condensed matter physics
required for understanding our work. They concern in particular the crystalline state and the
amorphous state. The general notions of structure and dynamics in amorphous compounds
are especially developed. The four main amorphisation methods used during this thesis are
also presented.

The second chapter is devoted to the known physico-chemical properties of lactulose.
This chapter also presents the experimental details of the different amorphisation techniques,
as well as the different numerical and experimental techniques used during this thesis to
probe properties of compounds. For the sake of clarity, all activities related to neutron scat-
tering are presented in chapter five only.

The third chapter is devoted to the study of the amorphous samples obtained by the
four main amorphisation techniques used in this thesis. A thorough study of the physico-
chemical properties of the four amorphous samples is done by DSC, X-Ray, NMR and MD
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simulations in particular. The effect of tautomerisation and thermal degradation on the glass
transition and the physical stability are discussed.

The fourth chapter is specifically dedicated to the study of transformations under mil-
ling of crystalline anhydrous lactulose. We especially determine the amorphisation kinetic
of the anhydrous crystal during milling by an original method of isothermal calorimetry of
dissolution.

The fifth chapter is a study by neutron scattering of the different amorphous compounds.
A theoretical reminder on the neutron scattering is first presented. We then show the results
of the diffraction and spectroscopic experiments that have been carried out on various ins-
truments. These different results are mainly analysed using MD simulations.
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Chapter 1

General concepts and theory

“The deepest and most interesting
unsolved problem in solid state theory is
probably the theory of the nature of glass
and the glass transition. The solution of
the (. . . ) important and puzzling glass
problem may also have a substantial
intellectual spin-off. Whether or not it
will help make better glass is
questionable.”

P. W. Anderson
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Chapter 1. General concepts and theory

This chapter aims to give the background needed to understand the results and inter-
pretations that will be presented in the subsequent chapters (chapter 3 to chapter 5). In the
first section, we will remind generalities on physical states, stability and transformations in
condensed matter. In the second section, we will give an overview of the structure, dynamics
and thermodynamics of glasses. In the third section, we will present the different methods
that have been used in this work to amorphise compounds, with current theoretical know-
ledge. Special attention will be paid to the amorphisation by milling.

1.1 Generalities on physical states, stability and transforma-
tions

1.1.1 Physical states

The matter states can be classified in three categories: solid, liquid and gas (see figure 1.1).
They differ in terms of their structures, dynamics and thermodynamics. In the ideal gas
state, particles do not interact with each other because the density is very low. Their posi-
tions and orientations are therefore completely uncorrelated. Liquids and solids belong to
the condensed matter states category. The difference between both of them lies in how they
respond to the application of a shear stress.

P 

T 

gas 

Figure 1.1 – Physical states in matter.

A liquid is a fluid, and deforms continuously when it is subjected to a stress shear. On the
opposite, a solid can support a shear stress without flowing. Solids can be classified in two
categories regarding their structure:

- Crystalline solids: in crystalline solids, a repeating pattern (which can be an atom,
an ion, a molecule, a group of atoms . . . ) periodically extends in a three dimensional
lattice over very long distances. Because it is ordered, a crystalline solid (crystal) is
generally non-isotropic. Some materials can exhibit polymorphism. This means that
they are able to exist in more than one crystalline structure. This is the case for example
of water, for which more than eleven polymorphs have been reported [55; 56]. The ROY
molecular crystal also has several polymorphs, differing by their colour (red, orange,
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yellow, ...) [57]. Some materials can exhibit pseudo-polymorphism. This means that
they can form hydrated crystalline form with solvent molecules. This is for example
the case of trehalose [58].

- Amorphous solids: in amorphous solids, in contrast to crystalline solids, there is no
long-range repeated pattern. Because of its disordered nature, an amorphous solid is
generally isotropic. Some materials have been proposed to exhibit polyamorphism,
meaning that they are able to exist in different disordered forms. For instance, water
exhibits different glassy forms such as low density amorphous form, and high density
amorphous form [37; 38; 59].

Figure 1.2 shows a schematic representation in 2D of a crystalline solid (left) and an
amorphous solid (right).

Figure 1.2 – Schematic representation in 2D of an ordered system (left) and a disordered system
(right). The terms order/disorder used here refer to the position of the molecules.

1.1.2 Stability

The stability of a given form at a given temperature and pressure is determined by its Gibbs
free energy G:

G = H−TS (1.1)

where:

- H is the enthalpy, which measures the heat content of the system.

- T is the temperature.

- S is the entropy, which measures the level of molecular disorder.

Figure 1.3 represents the evolution of the Gibbs energy with respect to the volume at a
given temperature and pressure. Three specific points can be seen:

- The point A represents a stable equilibrium point. It is the point having the lowest
Gibbs energy. The system does not evolve when being at this configuration state.

- The point B represents a metastable equilibrium point. It is an equilibrium point
which does not have the lowest Gibbs energy. For this reason, the system does not
evolve when being in this configuration state, until some fluctuations give it the energy
required to cross the energy barrier (∆G0 on the picture) and reach the stable equili-
brium point.

- The point C represents an out of equilibrium point. When the system is at this confi-
guration state, any fluctuation leads it towards the closest equilibrium point.
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G 

V 

stable 

metastable 

A 

B 

C 

ΔG0 

Figure 1.3 – Evolution of the Gibbs energy with the volume.

1.1.3 Thermodynamic changes occurring upon cooling a liquid

Assuming the previous figure (figure 1.3) is represented in the liquid state, the stable equili-
brium point A corresponds to the liquid, and the metastable equilibrium point B to the crys-
tal 1. The evolutions of the Gibbs energy of those two equilibrium points (the crystal: black
line, and the liquid: blue line) with respect to the temperature are represented in figure 1.4a.
The two different paths (red lines) that can be followed by the system upon cooling from the
liquid state are also represented. Figure 1.4b represents a time-temperature-transformation
diagram. It is a diagram giving the time needed for the crystallisation of a given fraction
of the compound at a given temperature. It shows a « nose » corresponding to the rate of
the maximum of crystallisation. Two different paths (red lines) that can be followed by the
system upon cooling from the liquid state are represented.

When cooling down the liquid, its evolution below the melting temperature (Tm) de-
pends on the cooling rate:

- If the cooling rate is fast enough to avoid the crystallisation of the liquid (path n°2 in
figure 1.4a), the liquid stays liquid (path n°2 in figure 1.4b).

- If not (path n°1 in figure 1.4a), the liquid crystallises, and a stable or metastable crys-
talline polymorph is produced (path n°1 in figure 1.4b)

Path n°1: crystallisation

When the cooling rate is slow enough such that the time scale associated to the cooling rate
allows the system to reorganise and to have a Gibbs energy corresponding to this of the crys-
tal, the liquid will crystallise below Tm .
The crystallisation of a liquid is generally described in the frame of the classical nucleation
[60–62] and growth theory:

- Nucleation: appearance of a crystalline germ (assumed spherical) in the liquid. It is
the result of the competition between an energy lost due to the formation of liquid/-
crystal interface, and gained during the formation of the crystal. The Gibbs energy

1This is opposite in the crystal.
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stability 

liquid 

Tm Tg 

a) 

(a) Evolution of the Gibbs energy with temperature. The equilibrium lines of the liquid (blue line)
and the crystal (black line) are represented, as well as the out of equilibrium line of the glass
(green line). The two different paths (red lines) that can be followed by the system upon
cooling the liquid state are also drawn.
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(b) Time-temperature-transformation diagram. The blue line represents the time needed for the
crystallisation of a given fraction of the compound with respect to the temperature. The two
different paths (red lines) that can be followed by the system upon cooling the liquid state are
also drawn.

Figure 1.4 – Changes occurring upon cooling a liquid.

difference between the liquid and the crystal is then given by:

∆G = 4πr 2γ− 4

3
πr 3∆Gv (1.2)

Where:

- γ is the interfacial free energy between the liquid and the crystal.

- r is the radius of the germ.

- ∆Gv is the Gibbs energy volume difference between the liquid and the crystal.
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The germ that appears will:

– Either become stable if it reaches a certain critical radius of nucleation r*. This
situation occurs when the fluctuations of the system produce an energy allowing
crossing the nucleation barrier [63].

– Or disappear if not.

- Growth: the stable germ (r > r ∗) already formed grows up by aggregation of the new
molecules. The interface growth rate is mainly governed by the diffusion of the mole-
cules, and can be given by the semi-phenomenological expression of Turnbull [64]:

G(T) = r p exp(− A

kT
)exp(−V∆Gv

kT
) (1.3)

Where:

– r is the radius of the germ.

– p is the probability that a molecular jump contribute to the growth.

– A is the energy barrier involved in the mechanism of diffusion.

– V is the molecular volume.

Path n°2: the supercooled liquid and vitrification

When the time scale associated to the cooling rate is shorter than the time needed by the
liquid to adopt the configuration of the crystal, it will not crystallise below Tm . A metastable
liquid is thus obtained (see figure 1.4b), and is named supercooled liquid.

Upon further cooling, the system will follow the liquid equilibrium line until a certain
temperature Tg where it will no longer be able to accommodate the structure of the liquid at
the ongoing temperature. This is due to the fact that the time scale given by the cooling rate
becomes shorter than the structural relaxation time (time needed by the system to adopt the
more stable configuration) at the ongoing temperature. The supercooled liquid thus freezes
and falls out of equilibrium: it is the calorimetric glass transition. This vitrification is the
consequence of a sudden drop down of the mobility of the molecules. The slope of the plot
describing the evolution of the enthalpy or the volume of the system decreases (see figure
1.5a) and there is a discontinuity of the specific heat or the thermal expansion coefficient
(see figure 1.5b).

The temperature Tg is called the glass transition temperature.

A glass can then be viewed as a liquid in which an important slowing down of its diffusive
motions prevents it to flow on the experimental time scale. Conventionally, a supercooled
liquid is called glass at the temperature from which no translational motion occurs within
a time scale of 100 s. This happens for liquids with viscosity of 1012 Pa-s or greater. The
freezing of the motions when crossing the glass transition temperature gives rise to a drop of
specific heat Cp in a Differential Scanning Calorimetry (DSC) curve (see figure 1.5b).
The glass transition temperature observed in a laboratory is a kinetic transition (and not
thermodynamic), since it is given by a competition between the experimental time scale
given by the cooling rate and the structural relaxation time of the system. The faster the
cooling rate, the higher the Tg .
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H  
(or V) 

T Tm Tg 

ΔHf , ΔVf 

a) 

(a) Variation of the enthalpy H (or the specific volume V) with respect to the temperature.

Cp  
(or α) 

crystal 

ΔHf , ΔVf 

b) 

T Tm Tg 

(b) Variation of the derived quantities: specific heat Cp (or thermal expansion coefficient α).

Figure 1.5 – Thermodynamic characterisation of the vitreous transition.

1.2 Disordered states: liquids, supercooled liquids and glassy
states

1.2.1 Structure

The determination of the structure of a system is an important step when studying its phy-
sical properties. It is important information to have for a good understanding of the general
behaviour of a system. When the system is ordered, an ordering rule helps to predict the
positions of all elements of the compound. For disordered system, it is not the case, and the
structural information measured is less precise than in ordered systems.

How to probe the structure of a system?

X-ray and neutron diffractions are the experimental techniques allowing to directly probing
the microscopic structure of systems. When doing a diffraction experiment, the measured si-
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gnal always allows to get the total scattering function S(Q) (more details are given in chapter
5) of the sample under study. For ordered systems, S(Q) contains Bragg peaks. The position
of the Bragg peaks gives access to the structure, and by analysing the shape of the peaks, one
can retrieve sample microstructure (presence of micro-strains, size of the structurally co-
herent domains . . . ) [65–67]. For disordered systems, such a detailed structural and micro-
structural analysis is difficult to perform on S(Q), because the pattern obtained is a « hump
» (no more Bragg peaks). The pattern is useful to inform if the sample is « X-ray (neutron) »
amorphous, i.e. does not have long-range correlations. However, the hump obtained is the
proof of the existence of a certain ordered range (short or medium) in the system. This local
order is difficult to assess on the total scattering function S(Q). By Fourier transforming S(Q),
it is possible to obtain the Pair Distribution Function [68].

The most used tools to describe microscopic features of disordered systems are proba-
bility distribution functions. The most straightforward and simple is the pair distribution
function g(r) [68]. It is a two-point correlation function that can be assessed by simulations
and experiments, since as it has been previously mentioned, its reciprocal-space counter-
part S(Q) is experimentally measurable. This function statistically describes the distances
between pair of atoms (molecules ...) and gives the probability of finding an atom at a dis-
tance r from another. The position of the peaks depends on the average distances between
pair of atoms. The width of the peaks depends on the distribution of the distances around
their average value, either due to thermal vibrations or the inherent disorder of the system.
This function is generally used to investigate ordered or disordered systems [69–71].

The g(r) function in the case of ordered systems is represented in figure 1.6 (a) and (b).
Figure 1.6 (c) shows a representation of g(r) in the case of disordered systems. The broade-
ning of the peaks gives information on the order level, and the area under the peaks give the
number of neighbours at the corresponding correlation shell. As r values become large, the
system looks more homogeneous and, g(r) has more broad peaks. It finally becomes com-
pletely flat at very high r values.

There are also other probability distribution functions such as the radial distribution
function [72] which can give complementary information (the integration of the radial dis-
tribution function will directly yield the number of atoms within a coordination shell).

Structural description can also be done by numerical functions. An important numerical
tool sometimes used is the Voronoi polyhedron. This is the equivalent of the Wigner-Seitz
cell of the crystals. A statistical analysis of the distribution of volumes, shapes of those po-
lyhedrons provide very precise information on the local structure of the system. The main
limitation of the Voronoi polyhedron is that it is difficult to connect the information obtai-
ned with measurable physical quantities [73; 74].
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1.2. Disordered states : liquids, supercooled liquids and glassy states

Figure 1.6 – Pair correlation function. (a) In the ideal case of a perfect crystal, molecules are
perfectly ordered, so they appear as delta functions. (b) In real crystals the particles
vibrate about their equilibrium positions and a certain probability distribution of
finding the neighbour particle around each distance is obtained. (c) In a disordered
material, such as a liquid or a structural glass, a distribution of distances is inherent
to the variability of possible local arrangements of the system, so the peaks largely
overlap, quickly becoming a uniform function at distances where their short range
order is lost. Modified from [73].

1.2.2 Dynamic

There are several kinds of motion that take place in an amorphous solid. They can be classi-
fied in two categories, depending on their frequency:

- Vibrations, including high frequency (individual) and low frequency (collective) vibra-
tions.

- Relaxations (very low frequency motions), as structural relaxations (α-relaxations).

All those motions are described in the following.

1.2.2.a) Vibrations

High frequency vibrations The modes between 200-4000 cm−1 (equivalent to 25-500 meV)
are generally intramolecular motions. Intramolecular motions are motions involving atoms
belonging to the same molecule, such as vibrations. Among them, one can mention stret-
ching and bending:

- Stretching: vibration changing the bond length. There are two types of stretching vi-
bration: the symmetric stretching (two bonds vibrate in and out together) and the
asymmetric stretching (a bond is getting shorter while another is getting longer).
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- Bending (scissoring): vibration changing the bond angle.

There are also rocking, wagging and twisting (see [75] for videos).

How to probe intramolecular vibrations of a disordered system? The techniques allo-
wing probing intramolecular vibrations in a disordered system are the same than those used
for an ordered system. Among them, we can mention inelastic neutron scattering (INS) [76],
Raman spectroscopy [77] and infrared (IR) spectroscopy [78]. The interaction mode of all
those techniques with the matter is different. Each of them is thus more or less adapted to
detect a certain kind of vibration. When a vibration can be measured by IR, Raman and INS
spectroscopy, only its measured intensity can change from one technique to another (see
figure 1.7).

Vibrational motions can be identified and studied by simulations, doing Density Func-
tional Theory (DFT) calculations in particular, and Molecular Dynamics (MD) simulations.

Figure 1.7 – Vibrational spectra of maleic anhydride: (a) IR spectrum, (b) Raman spectrum, (c)
INS spectrum. The three methods are complementary: modes that are strong in one
form of spectroscopy are weak or absent in the others. Taken from [79].

Low frequency vibrations The modes between 10-200 cm−1 (equivalent to 1-25 meV) are
generally lattice modes. Lattice dynamics are collective excitations (intermolecular mo-
tions), and thus involve atoms not belonging to the same molecule. This includes phonons
and magnons (case of magnetic systems) [80].

The Boson peak One of the most known characteristic of amorphous compounds is to
exhibit in their vibrational density of states an « anomaly » called the « Boson peak » (BP).
This is an excess of vibrational modes observed at low frequency values compared to the
vibrational modes of an elastic crystal calculated using the Debye model [81–84].

g (ω) =
ω2

2πρv3
(1.4)
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1.2. Disordered states : liquids, supercooled liquids and glassy states

Where:

- g(ω) is the density of states (DOS).

- ρ is the weight density.

- v is the sound velocity.

The BP can manifests experimentally by several ways:

- Maximum in the specific calorific energy at low temperature (10-30K) in contradiction
with the Debye model.

- Peak in the energy range [20-60] cm−1 in the reduced DOS spectra measured by INS
[82; 83; 85] and Raman spectroscopy [86; 87].

When the BP was discovered, little was known about its features besides its bosonic cha-
racter (the temperature dependence of its intensity follows that of a harmonic oscillator cha-
racterised by the Bose-Einstein factor). The BP exhibits a lot of characteristics experimen-
tally found. For instance, one can mention that:

- It appears in similar energy range for several amorphous solids with different local
structures and bonding energies [88].

- It is more pronounced in stronger glass formers [87; 89; 90].

- Its intensity becomes weaker while increasing the temperature or the pressure [91; 92].

Nowadays, the origin of the BP and its microscopic mechanism is still disputed and some
theories/models have tried to explain it. The validity of a model is tested by its ability to
explain the characteristics of the BP listed above. Several studies on amorphous materials
have found that the BP energy does not depend on the momentum transfer Q. This indicates
that the BP is due to the local or quasi-local (non-propagating) vibrational modes [93; 94].

Taraskin and Elliot [95] suggested that the BP is due to the quasi-localisation of the acous-
tic phonons caused by the coupling between acoustic phonons and low optic phonons.

Using a two-order-parameter model of a liquid based on the assumption that a liquid can
be view as having locally favoured structures (characterised by a particular spatial symmetry
which is not consistent with the symmetry of the « equilibrium » crystal) randomly distri-
buted in a sea of « normal-liquid structures », Tanaka [96] showed that a locally favoured
structure (LFS) and its cluster are responsible for the BP. The BP is thus not just due to disor-
der, since it is a consequence of an order surrounded by disorder. This has been confirmed
by an experimental observation of the BP in a disordered colloidal crystal [97]. The charac-
teristic size of the LFS gives an indication on the BP energy (the larger the LFS, the smaller
the BP energy). Since the LFS could exist also in the liquid state, a liquid can also exhibit a
BP. Tanaka also suggested a connection between the BP and the glassy transition, by showing
that those LFS are also responsible for the vitrification.

Several works [98–100] have shown that low-frequency transverse phonons contribute
the most to the BP intensity in the range of wave numbers where both the longitudinal and
transverse phonons show a solid-like response over large length scales, suggesting thus a
direct link between transverse modes and the BP.

Recently, Chumakov et al. [101] have presented results suggesting that at high pressure,
the BP becomes equivalent to the van Hove singularity. This means that there is no excess in
the actual number of states at the BP and hence no additional modes compared to the crys-
tal. According to their work, the BP is thus just related to the transverse acoustic singularity
of the underlying crystal structure.
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How to probe lattice dynamics of a disordered system? In the case of crystalline states,
a straightforward study of the phonon is possible since they exhibit long range order and
symmetry. Notions such as Brillouin zones, Bloch functions, electronic band structure, and
phonon dispersion curves are theoretically well defined and allow a thorough investigation
of the dynamic in a crystal [80]. However, all those notions are less well defined when lo-
sing the long-range order as in the case of amorphous solids. A theoretical interpretation
of lattice dynamics in amorphous solids is thus difficult [102; 103]. Nevertheless, phonons
can be investigated similarly to the case of crystals. In particular, the density of states func-
tion g(ω) giving the number of modes with an angular frequency ω provides information on
the vibrational modes in the system. As in the case of crystals, there are a lot of experimen-
tal techniques to probe low vibrational dynamics in disordered systems. Among them, one
can mention INS, Raman spectroscopy and IR spectroscopy. Lattice dynamics can also be
assessed by MD simulations.

1.2.2.b) Relaxational dynamics (the 3 nons: non exponential, non Arrhenius, non linear)

Relaxational dynamics come from very slow motions belonging to the range 10−1 - 10−9 THz
(equivalent to 10−8 to 1 meV). In this section, we will discuss how the structural relaxation
motions, responsible of the vitrification of a glass, can impact the properties of the system.

Non exponential time dependence of the relaxations At a given temperature, the tem-
poral response function of a supercooled liquid subjected to an external perturbation (as a
temperature variation) can be expressed by the Kohlraush-Williams-Watts (K.W.W) function
(stretched exponential):

φ(t ) = exp

[
(

−t

τKWW
)β

]
(1.5)

Where β is a parameter within 0 and 1, and τKWW is the relaxation time.
For β equal to 1, this expression corresponds to the Debye theory. The exponential time

dependence of the response function φ(t ) is observed in equilibrium liquids, or in strong
glasses (to be defined later) such as SiO2.

When β is different to 1, the system exhibits a distribution of characteristic time of the
relaxation (the system has dynamic heterogeneities). It has been observed that fragile glasses
(to be defined later) have lower β values [104].

Non Arrhenius temperature dependence of the relaxations The logarithm of the shear
viscosity η or the relaxation time τα of liquids may increase linearly or no with the inverse
of the temperature (see figure 1.8). Angell thus proposed to classify liquid forming glasses
regarding the linear behaviour or no of their mobility. This classification is done thanks to a
parameter m which allows quantifying the evolution of the mobility when reaching the glass
transition temperature Tg . This parameter, called « fragility » index, is given by the slope of
the shear viscosity at Tg :

m =
d logτα
d(Tg /T)

∣∣∣∣
T=Tg

(1.6)

Glass forming liquids having a small value of m (m ≈ 16) are said to be « strong ». The
evolution of their structural relaxation time with respect to the temperature follows an Ar-
rhenius law:

τα(T) = τ0 exp

[
(

C

T
)

]
(1.7)
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1.2. Disordered states : liquids, supercooled liquids and glassy states

Where τ0 is the characteristic time of the vibrational modes, C is a constant represen-
ting the energy barrier involved in the mechanism of structural rearrangement, and T is the
temperature.

Oxide glasses (SiO2 for example) belong to the category of strong glasses. Such sys-
tems exhibit short and strong interatomic interactions, like covalent bonding. Their bonding
energy is of the order of magnitude of the activation energy of the relaxations.

Glass forming liquids having higher value of m are said to be « fragile ». The evolution
of their structural relaxation time with respect to the temperature is not Arrhenius. Approa-
ching Tg , their shear viscosity increases suddenly by several orders of magnitude when in-
creasing the temperature just by 2-4 °C [32] (see figure 1.8). An incredible increase of the
transport coefficients is thus observed, and seems to diverge at a certain temperature T0. In
that case, the evolution of the structural relaxation time with respect to the temperature can
be expressed by an empirical law such as the Vogel-Fulcher-Tamman (V.F.T) law:

τα(T) = τ0 exp

[
(

B

T−T0
)

]
(1.8)

Where τ0 is the characteristic time of the vibrational modes, B is a constant, and T0 is the
temperature where the relaxation time diverges. It has been observed that this empirical law
is not able to precisely describe the dynamic of glass forming liquid over a large temperature
range, from high temperature (melting) to the glass transition temperature Tg .

NB: This non Arrhenius temperature dependence of the structural relaxation time could
be related to the non-exponential time dependence of the relaxation processes [105].

Polymers and molecular (organic) systems belong to the category of fragile glasses. The
molecular interactions in such systems (hydrogen bonds, van der Waals) are less energetic
than in the case of strong glasses, and non-directional. The activation energy in such systems
is higher than the intermolecular energy bonding. This means that there are large coopera-
tive regions in the system, regions where rearrangements take place. Their size increases
when the temperature decreases, and they are the main responsible of the non Arrhenius
behaviour of structural relaxation.

Non linearity of relaxations, following large temperature jump The non-linearity derives
from the fact that the relaxation time of an out-of-equilibrium liquid (a glass) depends not
only on temperature, but also on the so-called fictive temperature [106–108]. Going from
Tg +2 °C to Tg , the fictive temperature starts at Tg +2 °C and ends up at Tg , which implies a
faster relaxation than when the fictive temperature starts at Tg -2 °C to end up at Tg .

One proof of the non-linearity of relaxations can be seen in figure 1.8. In the case of
organic compounds, around the glass transition temperature Tg , there is an increase of the
shear viscosity of more than one order of magnitude 2 °C above Tg , and this increase is higher
than the increase of the shear viscosity from Tg -2 °C to Tg . A non-linear behaviour is also
observed with the relaxations (faster below Tg than above Tg ).

How to probe relaxation dynamic of a disordered system? Relaxations can be probed in
a direct manner, by Quasi-Elastic Neutron Scattering, Neutron Spin Echo, Dielectric Relaxa-
tion Spectroscopy, and Nuclear Magnetic Resonance (NMR) for example. Those techniques
allow measuring the motions driving the relaxations.

Relaxations can also be probed in an indirect way, by seing their impact on a « non spec-
troscopic » technique. For instance, the Cp jump seen at the glass transition temperature
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Chapter 1. General concepts and theory

Figure 1.8 – Evolution of the shear viscosity of various liquid systems with respect to the inverse of
the temperature (normalised by Tg ). Systems showing an Arrhenius behaviour belong
to the strong glasses category (SiO2, GeO2). Systems showing a strong deviation from
the Arrhenius behaviour belong to the fragile glasses category (orthoterphenyl).

in a Differential Scanning Calorimetry (DSC) curve indicates that α relaxations have been
unfrozen.

1.2.3 Thermodynamic

1.2.3.a) Physical stability

Since the glass is an out of equilibrium state, it naturally relaxes toward the closest equili-
brium state (stable or metastable). This process is called the aging (physical aging). The
glass will reach the closest equilibrium state more or less quickly, depending on the mobility
of its molecules, and its temperature history.

The aging level reached by the glass can be detected in a DSC scan, as seen in figure
1.9. The existence of an endothermic peak just after the specific heat jump is characteristic
of the aging. The area of this peak becomes higher the more the glass ages. This area will
stop evolving if the system reaches the equilibrium line of the liquid. This means that the
aging is finished, the system has already adopted the configuration that allows it to have the
enthalpy of the liquid at the corresponding temperature. The system can further crystallise
by nucleation/growth if fluctuations give the energy required to form a stable nucleus.

Structural (α) relaxations are usually the main relaxations driving the physical aging [109;
110]. For that reason, the lower the aging temperature, the slower the relaxations. However,
some recent results also showed the important role of the secondary relaxation during phy-
sical aging [111].
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Figure 1.9 – Evolution with respect to the temperature of the enthalpy (a) and of the heat capacity
of a liquid upon cooling (q1) and heating after an aging time t below Tg (q2). In the
vitreous region, the system relaxes toward its equilibrium state, and the enthalpy
tends to reach the level of the supercooled liquid. Upon heating, this evolution of the
enthalpy expresses by the presence of an endotherm just after the jump of specific
heat at Tg . It corresponds to the catching-up of the enthalpy relaxed during aging
below Tg , the slope of the enthalpy curve becoming more high at Tg . Taken from
[112].

1.2.3.b) Entropy below Tg: the Kauzmann paradox

The entropy formula given by Boltzmann established a link between the microscopic and
the macroscopic properties of the matter:

S(N,V,E) = kB ln(Ω) (1.9)

In Eq. 1.9,Ω is the number of configurations sampled by the system. This number is low
for ordered systems such as crystals. A crystal has a unique configuration (Ω = 1) at T = 0 K.
Having a null entropy above T = 0 K is then impossible.

Figure 1.10 gives a schematic representation of the evolution of the entropy of a crystal,
and a glass forming liquid. Since the specific heat of the liquid is higher than that of the
crystal, the entropy of the liquid decreases faster than this of the crystal upon cooling. As
a consequence, the extrapolation into the vitreous region of the curve representing the en-
tropy of the liquid allows defining a temperature TK (Kauzmann temperature), below which
the entropy of the liquid (disordered system) becomes lower than that of the crystal (ordered
system). Moreover, following this extrapolated curve, the entropy of the liquid could become
null and even negative above T = 0 K. This is in violation with the statistic expression of Boltz-
mann, and is called entropy crisis. Kauzmann was one of the first physicists to point out this
paradoxical situation in 1948 [113].
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Several scenarios have been proposed in order to solve this crisis. Kauzmann [113] for
example suggested that a thorough cooling will leads to a cancellation of the barrier of crys-
tallisation (energy) due to the diminution of the critical radius of nucleation. In that sense,
even if one succeeds to avoid vitrification of the liquid upon cooling it very slowly, it would
ineluctably crystallise above the TK temperature. The Kauzmann temperature TK can thus
be considered as a metastability limit temperature, under which the liquid will always be-
come crystal. Some others works suggested a change of the slope of liquid-equilibrium line
at low temperature, in such a way that it will never be below this of the crystal.

So far, the glass transition always happens in all studied systems (when they do not crys-
tallise), and this crisis has never been observed experimentally.

T 

S 
 

 

 

Figure 1.10 – Schematic representation of the entropy evolution of a liquid and a crystal with
respect to the temperature. ∆Sm represents the melting entropy. When
extrapolating the entropy curve of the supercooled liquid below Tg , it intersects that
of the crystal at the Kauzmann temperature TK.

How to probe the thermodynamic properties of a disordered system?

By determining some thermodynamic functions such as the enthalpy, the entropy and the
Gibbs energy, it is possible to study the thermodynamic features of a system. Those thermo-
dynamic functions can be measured by different methods, such as DSC experiments.

1.3 Other amorphisation routes

Besides the quenching of the liquid described in the previous sections, there are a lot of ways
to amorphise a sample. Among them, we can list the high energy ball milling of a crystal
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1.3. Other amorphisation routes

[13; 114], the irradiation of crystals with heavy particles [115], the freeze-drying [116], the
spray-drying [116], the dehydration of crystalline hydrates [13; 116], the extrusion [117], the
electrospinning [118], electrospray [119], etc. We give therefore a brief state of the art of the
three other amorphisation routes (i.e. besides the quenching of the liquid) that have been
used in this thesis: the milling, the spray-drying and the freeze-drying. Experimental details
used to amorphise compounds by these routes are given in chapter 2.

1.3.1 Milling

A lot of compounds have already been shown to undergo a direct crystal to glass transfor-
mation upon high energy milling: trehalose [120], glucose [27], griseofulvin [121], linaprazan
[45] ... As an example, figure 1.11 shows a heating (5 °C/min) DSC curve of a trehalose sample
recorded after 30 hours milling of the crystalline trehalose (run 3). It clearly shows a Cp jump
at Tg = 118.5 °C characteristic of the glass transition of this compound. This jump proves
that the crystalline trehalose has been amorphised and then vitrified during the milling.

The amorphisation by milling is expected to result from a competition between a disor-
dering process due to mechanical shocks and a subsequent structural reordering process
which is thermally activated. This is why a complete amorphisation upon milling can ge-
nerally only be observed when materials are milled far enough below their glass transition
temperature [45; 120; 121]. In that case, the lack of molecular mobility prevents the structural
reordering of amorphised fractions at the time scale of the milling process. A very important
point concerning the amorphisation induced by milling is that it occurs directly in the solid
state. This means that the amorphisation does not require heating the sample or dissolving
it into solvents. As a result, the milling can generally amorphise materials without any che-
mical change [27; 44].

Several theories have already been elaborated to explain the phase transformations un-
der milling. However, none of them is able to explain the whole transformations observed
under milling. Among those theories, one can mention:

- The Lindemann generalised criteria.

- The Fecht model.

- The theory of forced alloys.

We present them in the following.

Lindemann generalised criteria

Lindemann has proposed a model related to the atomic vibrations 〈µ2
vi b〉 in the system [122].

In the crystal, atoms vibrate around their equilibrium positions. The higher the temperature,
the larger the amplitude of the vibrations. According to Lindemann, the system melts when
the vibrational amplitude becomes larger than the half of the interatomic spacing. It thus
exists a critical mean square displacement 〈µ2

cr i 〉 above which the system melts:

〈µ2
cr i 〉 = 〈µ2

vi b〉 (1.10)

Generalising this criterion by including the atomic motion due to the static disorder
〈µ2

st a〉 (dislocations, vacancies ...) induced by the milling, we have:

〈µ2
cr i 〉 = 〈µ2

vi b〉+〈µ2
st a〉 (1.11)
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Figure 1.11 – DSC scans recorded upon heating (5 °C/min). Run 1: nonmilled form β. Run 2:
quenched liquid trehalose. Run 3: form β after a 30 h milling process. Run 4: T2H2O

melted and quenched in a hermetic pan. A Cp jump characteristic of vitreous
transition is clearly visible at T = 118.5°C in run 3. Taken from [13].

This model thus predicts that the melting of the crystalline form could happen by two
processes:

- either by heating the crystal (increasing then 〈µ2
vi b〉) up to Tm ;

- or by putting enough defects in the crystal (increasing then 〈µ2
st a〉) even below the mel-

ting temperature Tm .

During the milling, there is an increase of the amount of defects and thus the statistic
displacement 〈µ2

st a〉 is important. The crystal melts under milling when the atomic displa-
cement becomes larger than 〈µ2

cr i 〉. The main limitation of this model is that it is not able to
explain the polymorphic conversions that are sometimes observed when milling a crystal.

Thermodynamic approach: the Fecht model

The Fecht approach [123] is based on thermodynamic equilibrium, and assumes that the
defects introduced by milling are part of the structure.
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1.3. Other amorphisation routes

For a crystal without any defects, the thermodynamic criterion giving the condition of
melting is:

∆G = Gl i q −Gcr y = 0 (1.12)

Where Gl i q is the Gibbs free energy of the liquid phase and Gcr y is the Gibbs free energy
of the crystal phase. If one takes into account the defects, this criterion becomes:

∆G∗ =∆G−∆Gd = 0 (1.13)

∆Gd is the Gibbs free energy variation due to defects, and is given by the following ex-
pression:

∆Gd = C(∆Hd −T∆Sd )+kT(C lnC+ (1−C)ln(1−C)) (1.14)

Where C is the concentration of defects, ∆Hd is the variation of enthalpy due to defects,
and∆Sd is the variation of entropy due to defects.

The temperature T at which the defective crystal melts is the temperature at which∆G∗ =
0. Figure 1.12 illustrates this condition. It shows that the more the concentration of defects
is large, the lower the crystal → liquid transition temperature. For a limiting concentration
of defects (C2), the Gibbs free energy of the defective crystal becomes tangent to that of the
liquid. The highly defective crystal is then in a thermodynamic situation that “pushes” it to
switch to the liquid phase. At this point, the transition is without latent heat and isentropic
(second-order transition). If the temperature of the system is lower than the glass transition
temperature, there is a direct crystal → glass transition.

The main limitation of this model is that it is not able to predict polymorphic conver-
sions.

 

 

 
G 

C 

liquid 

T Tm
0 Tm

1 

Non defective 
crystal 

crystal C1 

crystal C2 

Figure 1.12 – Schematic representation of the Gibbs diagram of a perfect crystal (C = 0), a crystal
containing a concentration C1 of defects, and a crystal containing a concentration
C2 (C2 > C1) of defects according to the Fecht theory.
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Theory of driven alloys: out of equilibrium view

The theory of driven alloys developed by Martin and Bellon aimed to model the behaviour
of metallic alloys under irradiation [124]. It has been extended afterwards to the case of me-
chanical milling [125].

In normal thermodynamic conditions and without any external solicitation, an alloy ex-
plores its configuration space in such a way that it will frequently explore the most stable
state (the state having the lowest Gibbs free energy). This exploration is made by thermally
activated jumps of molecules. The frequency of the jumps depends on the environment of
the atoms which is also changed by the atomic motions [126]. It is thus possible to describe
the equilibrium configuration by a concentration profile corresponding to the stationary so-
lution of the appropriate diffusion equation of the system [124].

In the theory of driven alloys, the idea is to assume that under external solicitations, the
system explores the same configuration space than without solicitations, but in a different
way. This exploration is governed by two mechanisms acting simultaneously: the jump of
atoms thermally activated and the « ballistic jumps » due to external solicitations. In contrast
to the « thermal jumps » which depend on the temperature, the « ballistic jumps » essentially
depend on the intensity of the solicitation and are highly correlated in space and time. The
equilibrium state reached under forcing corresponds to the more visited part of the confi-
guration space. It is a dynamical state which is generally different of the thermodynamic
equilibrium state.

The theory also introduces the notion of effective temperature under perturbation (Te f f ).
It is such that the state of the system, which is milled at a temperature T, is in fact that which
would be observed, in absence of milling, at the effective temperature:

Te f f = T(1+ DBal

DTh
) (1.15)

DTh is the rate of thermal jumps which is temperature dependent. This rate can be en-
hanced by the fact that forcing can amplify the noise level and can thus create extra defects.
DBal is the ballistic jump frequency, which only depends on the milling intensity (which in-
creases with rotation speed in the experiments described above) but does not depend on
temperature.

The competition of both effects clearly appears in the expression of Te f f . The model is
able to reproduce, in a consistent way, the tendencies observed experimentally concerning
the nature of the final states which are reached under perturbations, namely: amorphisation
(equivalence of a melting) at high enough milling intensity or (and) low enough temperature
(see figure 1.13).

1.3.2 Spray-drying

The spray-drying is an alternative method for achieving the amorphous state of pharma-
ceutical compounds [34; 127]. The starting compound (compound to amorphise by spray-
drying) has to be first dissolved in a solvent. Afterwards, the obtained liquid solution is spray-
dried.
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Figure 1.13 – Evolution of the effective temperature with respect to the temperature. At high
temperatures (above T0), the thermal effect is more important than the ballistic
effect, and the effective temperature corresponds to the real one. At low
temperatures (below T0), the ballistic effect becomes more important than the
thermal one, and the effective temperature becomes higher than the real one. It can
even become higher than the melting temperature of the system, for very low
temperature values.

The spray-drying process can be divided into two stages, namely the atomisation and the
drying stages:

- The atomisation stage produces droplets of the starting solution. The kind of atomiser
(rotary for example) directly impacts on the size of the droplets to be dried (spheri-
cal particles with a consistent size distribution, from sub-micron to micron diameter)
[128]. The droplet size can also be influenced by the feed concentration and solution
viscosity of the starting solution. This stage is less likely to influence the final state
obtained compared to the drying stage.

- The drying stage is a complex transformation process from droplet to dry particles
involving both heat and mass transport in a timescale of milliseconds [129]. During
this stage, there are rapid and significant changes at the surfaces of the droplets in
terms of distribution and movement of the components [129; 130].

There are some compounds that have been amorphised by spray-drying. As an example,
figure 1.14 shows DSC curve of a lactose sample obtained by spray-drying (plot C), recorded
upon heating. It shows a specific heat jump around 100 °C characteristic of a glass transition.
This indicates that the spray-dried sample is a glass.

To the best of our knowledge, there is almost no theory explaining the physical mecha-
nisms governing the transformations under spray-drying as in the case of the milling. It
shall however be specified that there are several experimental parameters that can impact
the properties (physical state, moisture content, particles size and morphology. . . ) of the
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Figure 1.14 – DSC curves of different forms of lactose. (A: anhydrous lactose; B: lactose
monohydrate; C: spray-dried lactose). Taken from [131].

spray-dried powder [132; 133]. Among them, one can mention the nature of the solvent
(organic or water), the inlet temperature, the outlet temperature, the feed rate and the ato-
mising gas flow. In particular, the physical state of the spray-dried compound is governed by
the molecular mobility of the solute. Whether the drying process leads to crystallisation or
amorphisation highly depends on the glass transition temperature in relation to the drying
outlet temperature and the crystallisation kinetics of the material. As an example, low glass
transition temperature compound does not generally allow obtaining a stable amorphous
sample. This is due to the fact that the outlet temperature (Tout ) of the dryer is higher than
Tg . The sample produced will then recrystallise (to the initial form or not) if Tout < Tm (mel-
ting temperature of the crystalline form of the compound), and liquefies if Tout > Tm .

Spray-drying is a fast method for obtaining substances in powder form. It can operate
even with a laboratory setup. Spray-drying is used in different fields where the production of
a free-flowing powder is required. This includes in particular the pharmaceutical, food and
cosmetic industries. In food industry, it is also used for powder milk, powder coffee, etc. One
main advantage of spray-drying is the possibility to dry a large range of compounds without
major detrimental effects. The advantages of the spray-drying compared with freeze-drying
(see next section) are the greater throughput rate and the short process times.

1.3.3 Freeze-drying

The freeze-drying (lyophilisation) is another method used to amorphise pharmaceutical com-
pounds [134]. The starting compound (compound to amorphise by freeze-drying) has to be
first dissolved in a solvent. Afterwards, the obtained liquid solution is freeze-dried.

Freeze-drying is a two steps experiment:

- Freezing step: firstly, the liquid solution (solvent plus solute) is frozen at low tempe-

29

cuello
Sticky Note
Units? Shift?



1.3. Other amorphisation routes

rature. During this step, the solvent is separated from the solute to form crystals of
solvent. This leads to solute molecules concentration separated by crystals of solvent.
This formation of phase-separated, concentrated domains and solvent crystals, may
initiate the formation of disordered phases.

- Drying step: secondly, solvent crystals are removed by sublimation under high va-
cuum. A second drying step is generally necessary to remove any residual moisture.
This second drying is generally performed at higher temperature (20-60 °C).

The powder produced is generally an amorphous powder made of a lot of small voids.

There are some compounds that have been amorphised by freeze-drying. For example,
figure 1.15 shows DSC curve of a trehalose sample obtained by freeze-drying, recorded upon
heating (5 °C/min). It has a specific heat jump around 118 °C characteristic of a glass transi-
tion. This indicates that the freeze-dried sample is a glass.

Figure 1.15 – Heating (5 °C/min) DSC curve of freeze-dried trehalose. Taken from [46].

To the best of our knowledge, there is almost no theory explaining the physical mecha-
nisms governing the transformations under freeze-drying as in the case of the milling. Ne-
vertheless, if the molecular mobility of the compound is not high enough to recrystallise
during the freezing step, the sample produced will always be amorphous. This is why freeze-
drying operations almost always lead to amorphous sample. It shall however be mentioned
that the nature of the solvent, the number of desiccation cycles can impact the properties
(moisture content, texture. . . ) of the freeze-dried powder [35; 135; 136].
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Chapter 1. General concepts and theory

Freeze-drying has been used since 1250 B.C. as a method for conserving food. Since this
time, its application in various fields has increased, particularly in the health care and food
industries. In pharmacy, it raises a growing interest since it produces an amorphous powder
having a very fast dissolution rate. The application of freeze-drying has been significantly ex-
panded to include manufacturing orally disintegrating tablets, inhalable powders, etc. Many
of the recent applications of freeze-drying are related to its ability to produce low-density
and highly porous material.

The main difference between spray-drying and freeze-drying methods lies in how water
is removed (see figure 1.16). For the spray-drying method, water is removed at the liquid
state, by a sudden drying of the droplets. For the freeze-drying, water is removed at the solid
state, by sublimation of ice crystals. We will see the importance of this difference in chapter
5.

Spray-drying: water is 
removed 

at the liquid state. 

Freeze-drying: water is 
removed 

at the solid state. 

1 

ice 

ice 

ice 

ice 

ice 
ice 

1 
void 

void 

void 
void 

void 
void 

Figure 1.16 – Schematic representation of the differences between spray-drying and freeze-drying
amorphisation methods.
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Chapter 2. Presentation of lactulose - Experimental and simulation methods

This chapter is divided into four sections. In the first section, we will present general
interests of lactulose in pharmaceutical and agrochemical applications. Then, physical and
chemical properties of lactulose will be detailed with a special attention to its mutarotation
properties. In the second section, experimental details about the amorphisation techniques
used in this work will be given. The third section aims to give some experimental details
about the characterisation techniques used in this thesis (besides the neutron scattering
technique). For each of those techniques, the working principle will be presented before-
hand. The fourth section will be dedicated to the simulation performed during this work. It
will present both theoretical background and simulation details.

2.1 Properties of lactulose

2.1.1 Lactulose in pharmaceutical and agrochemical applications

Lactulose is a synthetic disaccharide that can be obtained from lactose by different synthesis
methods. Chemical methods are based on the isomerisation of lactose in the presence of
basic catalysts [137], and enzymatic methods use lactose as a galactose donor and fructose
as a galactose acceptor [138]. The prebiotic properties of lactulose have been known for
more than fifty years, and several studies have confirmed health benefits of lactulose as a
food ingredient. Lactulose is thus widely used in food and pharmaceutical industry:

- In pharmacy, lactulose is commonly used as a laxative (for treatment of constipation)
[139], in oral or rectal administration. It is also used for the improvement of calcium
absorption, for selective stimulation of intestinal flora. Lactulose is useful in treating
hyperammonemia (high blood ammonia), which can lead to hepatic encephalopathy
[140]. It can be also used as a test of small intestine bacterial overgrowth (SIBO), for
the treatment of diseases such as inflammatory bowel disease, reducing blood ammo-
nia levels, colon carcinogenesis, tumor prevention and immunology [139]. It is also
sometimes used as an excipient.

- In food industry, the use of lactulose in fermented milk manufacture may reduce the
incubation period and favour the growth of Bifidobacterium. It is used as a sweetener
in special dietary foods. With the growing interest in functional foods, the use of no
digestible oligosaccharides such as prebiotic ingredients has increased during last de-
cade. In this context, lactulose as a well-known prebiotic offers excellent possibilities
to develop new functional foods. It can thus be used as a food additive in several cases
[139; 141].

2.1.2 Chemical properties

Lactulose is a disaccharide belonging to the class of organic compounds known as o-glycosyl
compounds: these are glycoside in which a sugar group is bonded through one carbon to
another group via an O-glycosidic bond. At room temperature, it appears as a white powder
and has a sweet flavour. Its chemical formula is C12H22O11, for a molecular weight of 342.28
g/mol. As many other sugars (glucose [142], lactose [143], galactose [144], fructose [142] ...)
lactulose exhibits a rich tautomerism and is prone to mutarotation.

The difference between tautomers and anomers should be specified here:
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2.1. Properties of lactulose

- Tautomers are constitutional isomers of organic compounds that are in dynamic equi-
librium due to the migration of protons. A reaction involving simple proton transfer
between different polar atoms in an intramolecular fashion is called a tautomerisation.

- Anomers are sub-category of tautomers that only differ in the position of the hydroxyl
group –OH with respect to the –CH2OH group, around the carbon cycle.

A striking feature of lactulose is that it refers to not less than five tautomers 1 as seen in
figure 2.1:

1) The galactosyl β-furanose tautomer having one cycle of five carbon atoms, and one of
six carbon atoms.

2) The galactosyl α-furanose tautomer also having one cycle of five carbon atoms, and
one of six carbon atoms. It differs to the galactosyl β-furanose tautomer in the orien-
tation of the group -OH-CH2OH presents in the cycle of five carbon atoms.

3) The galactosyl β-pyranose tautomer having two cycles of six carbon atoms.

4) The galactosyl α-pyranose tautomer having also two cycles of six carbon atoms. It dif-
fers to the galactosyl β-pyranose tautomer in the orientation of the group -OH-CH2OH
presents in one of their cycle of six carbon atoms.

5) The fifth tautomer is a partially open-chain molecule (molecule in the middle of figure
2.1).

In 1938, H. S. Isbell and W. W. Pigman [145] have established that the mutarotation in
lactulose (4-galactosido-fructose, probably the galactosyl β-furanose tautomer) consists in a
partial conversion of a furanose to a pyranose. More recently, Jeffrey et al. [51] established
that the mutarotation of the lactulose in solution could be a conversion from one of the four
first molecules mentioned above to another one, by going through the open-chain molecule
(the fifth one) as it can be seen in figure 2.1. The interconversion probabilities in solution are
different from one pair of tautomers to another. The concentrations at equilibrium are thus
different for the different tautomers. For example, Jeffrey [146] has shown that a freeze-dried
lactulose has 65 % of galactosyl β-pyranose (molecule n°3 in figure 2.1), 24% of galactosyl
β-furanose (molecule n°1 in figure 2.1), and 11% of galactosyl α-furanose (molecule n°2 in
figure 2.1). (See table 2.2)

As it can be noticed, this quantification indicates that there are only three tautomers
in the freeze-dried lactulose. There was no evidence of the presence of the galactosyl α-
pyranose tautomer (molecule n°4 in figure 2.1) or the open-chain molecule (molecule in the
middle of figure 2.1) in the solid state.

Thereafter, we will only consider the following three tautomers:

- The galactosyl β-furanose (noted tautomer A in figure 2.1)

- The galactosyl α-furanose (noted tautomer B in figure 2.1)

- The galactosyl β-pyranose (noted tautomer C in figure 2.1)

In the following, they will be named tautomer A, B and C, respectively.

1In reality, the open-chain molecule in figure 2.1 is an epimer of the other four, and all the molecules should
then be named “epimers”. However, for reasons of simplicity, we have named all of them “tautomers”.

36



Chapter 2. Presentation of lactulose - Experimental and simulation methods

Figure 2.1 – Tautomers of lactulose in equilibrium in aqueous solution. Taken from [51].

2.1.3 Physical properties

We present here the main physical properties of the three solid forms of lactulose, which
have been reported up to now:

- The anhydrous crystalline form.

- The trihydrate crystalline form.

- The amorphous form.

2.1.3.a) The anhydrous crystalline form

Anhydrous crystalline lactulose is not “tautomerically” pure. NMR analysis performed by
Jeffrey et al. [51] indicated the presence of tautomers A, B and C in the anhydrous crystalline
lactulose in the ratio 74.5%, 10.0% and 15.5%, respectively (see table 2.2). They also deter-
mined the crystal structure of the anhydrous crystalline form by X-ray diffraction [51]. The
structure was determined assuming that the majority tautomer (tautomer A in figure 2.1)
was the only one in the crystal. In this assumption, the structure was found to be monoclinic
with a space group P21, and a multiplicity Z = 2. The cell parameters are the following:

a = 7.420(3) Å,b = 19.257(6) Å,c = 5.355(2) Å,β = 103.88(3)°,α = γ = 90°

It must be mentioned that a detailed diffraction analysis of the anhydrous crystalline lac-
tulose considering the three tautomers has never been done.
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The melting temperature of the anhydrous crystalline lactulose has been estimated at
Tm = 169 °C by Miller et al. [48]. The heat of solution at infinite dilution of the crystalline
sample at 25 °C is 2 kJ/mol [48]. This value is really small compared to the value of similar
disaccharides. Indeed, for trehalose and lactose, the heat of solution at infinite dilution of
the crystal is 20 kJ/mol [48].

2.1.3.b) The trihydrate crystalline form

The tautomeric composition and the crystalline structure of lactulose trihydrate were de-
termined by Jeffrey et al [146]. Crystals of lactulose trihydrate were obtained from a 70%
aqueous solution of lactulose that was kept at 4 °C for several months. More crystals were
obtained by using these initial trihydrate crystals to seed a solution prepared by dissolving
the anhydrous lactulose into a small amount of water with gentle warming, then cooling to
room temperature. NMR analyses of the trihydrate crystalline lactulose [146] have shown
that it only contains the tautomer A, which is the main tautomer in the anhydrous form (see
table 2.2). The crystal structure refinement of X-ray diffraction data of the sample established
that the trihydrate form is orthorhombic, with a space group P212121, and a multiplicity Z =
4. The cell parameters are as follows:

a = 9.6251(3) Å,b = 12.8096(3) Å,c = 17.7563(4) Å,α = β = γ = 90°

Crystallographic parameters of the two known crystalline forms of lactulose are reported
in table 2.1.

Table 2.1 – Crystallographic parameters of the two known crystalline forms of lactulose.

Properties Anhydrous crystal Trihydrate crystal
Space group P21 (Monoclinic) P212121 (Orthorhombic)

a(Å) 7.420 9.6251
b(Å) 19.257 12.8096
c(Å) 5.355 17.7563
α(°) 90 90
β(°) 103.88 90
γ(°) 90 90

It is worth mentioning that what is generally called “lactulose” refers to a single molecule
(the tautomer A), although in reality, lactulose can be just the tautomer A (as in the trihy-
drate crystal) or a mixture of three different molecules (the tautomers A, B and C – as in the
anhydrous crystal) in different proportions. The absence of individual properties of tauto-
mers B and C such as X-ray diffraction patterns indicates that there is no crystalline form
only composed of the tautomer B or only composed of the tautomer C.

2.1.3.c) The amorphous form

Amorphous glassy lactulose can be easily obtained by melt quenching of the anhydrous crys-
tal form. Several groups have determined the lactulose glass transition temperature Tg . The
measured Tg range between 79 °C and 94 °C [48–50]. The fragility index of amorphous lac-
tulose has been estimated to be m = 134±20 by Kaminski et al. [49]. The heat of solution at
infinite dilution of amorphous lactulose at 25 °C is equal to -25.5 kJ/mol [48].
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Table 2.2 – Tautomeric composition of different lactulose forms obtained by Jeffrey [51; 146].

Samples Tautomer A (%) Tautomer B (%) Tautomer C (%)
Anhydrous lactulose (crystal) 74.5 10.0 15.5
Trihydrate lactulose (crystal) 100.0 0.0 0.0

Dehydrated lactulose trihydrate 40.8 21.7 37.5
Water “equilibrated” lactulose 24.0 11.0 65.0

2.2 Amorphisation techniques used in this thesis

This section gives the experimental details of the techniques used to prepare the different
amorphous samples of lactulose. For all those techniques, the starting compound was the
anhydrous crystalline lactulose purchased from Sigma Aldrich. It was more than 98% pure
and has been used without further purification.

NB: There is no available description of the experimental protocol used by the Sigma
Aldrich Company to produce lactulose.

2.2.1 Quenching from the melt

Amorphous lactulose was produced by heating the crystalline lactulose powder just above
the melting temperature, and subsequently cooling the obtained liquid at room tempera-
ture. This operation was done directly inside the DSC calorimeter or using an external fur-
nace when a large amount of amorphous material was required. In the latter case, 1 g of
lactulose was melt in a furnace and then quenched at room temperature. The quenched
liquid was then powdered by a slight crushing.

2.2.2 Milling

Amorphisation by milling was performed using a high-energy planetary mill « Pulverisette 7
» commercialised by Fritsch [147]. It consists of a solar disk on which two milling bowls of 45
ml are fixed (see figure 2.2). Each milling bowl contained seven grinding balls in zirconium
oxide (see figure 2.2), material known for its high resistance to collisions.

The working principle of this ball miller can be seen in figure 2.3.

The comminution of the sample to be milled takes place primarily through the high-
energy impact of milling balls. For this purpose, the milling bowl, containing the material
to be milled and milling balls, rotates around its own axis on the solar disk whilst rotating
rapidly in the opposite direction (rotation speed can reach 800 rpm). This creates antagonist
centrifugal forces. The milling balls then cross the bowl at high speed and further mill the
sample material by impacts against the opposite bowl wall. In addition, impacts between
the balls themselves on the sample material add to the size reduction process.
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2.2. Amorphisation techniques used in this thesis

Figure 2.2 – (left) Planetary mill, Pulverisette 7 of Fritsch.
(right) Grinding bowl, containing seven balls, used in the planetary ball miller.

For the reproducibility of the milling operations, the following parameters have been sys-
tematically used:

- The crystalline powder was dried at 50 °C during 30 min, before milling.

- The rotation speed of the milling bowls was set to 400 rpm.

- 1.1 gram of powder was put into a milling bowl having 7 balls.

- Milling periods (15 min) were alternated with pause periods (15 min) to avoid any local
heating of the powder induced by the mechanical shocks.

- The samples were milled at room temperature, and at ambient humidity.

Crystalline samples were milled during periods varying from 0 to 8 hours.

 ω = Ω 

Rotational 
frequency of 
the grinding 
bowls, ω 

Rotational 
frequency of 
the solar disk, 
Ω 

Figure 2.3 – Schematic representation of the working principle of the Pulverisette 7 ball miller.
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2.2.3 Spray-drying

Amorphisation by spray-drying2 was done using a B-290 mini spray-dryer, commercialised
by Buchi [148]. A representation of the spray-dryer can be seen in figure 2.4.

To produce an amorphous powder by spray-drying, the initial lactulose powder is put
into solution. The solution is then injected in a spraying nozzle where it is sprayed in a box
heated at a high temperature (inlet temperature). Afterwards, the product is expelled to a
second region (at an outlet temperature) colder than the box. The final product is then col-
lected.

Figure 2.4 – B-290 mini spray-dryer of Buchi.

For the reproducibility of the spray-drying operations, the following parameters were al-
ways used:

- 5 g of lactulose were dissolved into 50 ml of water.

- The solution was injected into a 0.7 mm nozzle, at a feed rate of 5 ml/min, with an air
flow rate of 601 l/h.

2All the spray-drying operations performed in this thesis have been done in INSERM research group heads
by Prof Jurgen Siepmann (Univ. Lille 2). We thank very much Dr Mounira Hamoudi for all her help and support
in spray-drying operations.
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- The inlet temperature was set to 120 °C.

- The outlet temperature was set to 70 ± 5 °C.

2.2.4 Freeze-drying

Amorphisation by freeze-drying3 was done using the Epsilon 2-4 LSC freeze-dryer, commer-
cialised by Christ [149]. A representation of Epsilon 2-4 LSC can be seen in figure 2.5.

To produce an amorphous material, the initial crystalline powder is dissolved into aqueous
solution. The solution is then frozen directly in the freeze-dryer. Then after, the main drying
phase starts. The vacuum pump is turned on, the pressure inside the drying chamber is lowe-
red to a value that corresponds to the freezing temperature (according to the phase diagram
of ice), and thus the sublimation of the ice starts. The freezing step has to be not too fast to
avoid the formation of small ice crystals, which have a negative effect on the duration of the
drying process. A last drying step is done to have a product with minimal residual moisture.
This step is optional, and is performed under the lowest possible pressure (according to the
phase diagram of ice, with respect to the drying temperature). The vacuum pump is then
switched off, the drying chamber aerated with ambient air, and the product is taken away.

Figure 2.5 – Epsilon 2-4 LSC freeze-dryer of Christ.

3All the freeze-drying operations performed in this thesis have been done in INSERM research group heads
by Prof Jurgen Siepmann (Univ. Lille 2). We thank very much Dr Mounira Hamoudi for all her help and support
in freeze-drying operations.
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For the reproducibility of the freeze-drying operations, the following parameters were
always used:

- 5 g of lactulose were dissolved into 50 ml of water.

- The solution was then frozen at -45 °C during 4 hours.

- This frozen solution was then sublimated at -20 °C during 20 hours under a pressure of
0.07 mbar.

- The second desiccation step was done at 35 °C during 40 hours under a pressure of
0.0014 mbar for removing the remaining water.

2.3 Experimental characterisation

We present here all the characterisation methods used in this thesis to investigate the physi-
cal properties of amorphous lactulose, except neutron scattering. The latter will be presen-
ted in chapter 5.

2.3.1 X-ray diffraction

2.3.1.a) General principle

X-ray diffraction is a common technique used to determine the structure and microstructure
of a sample.

Its principle is the following: an X-ray beam is directed toward the sample. The interac-
tion of the incident beam with the sample (precisely the electrons of the sample) produces
waves that can interfer constructively or not 4. In the case of a crystalline structure, construc-
tive interferences are obtained when the Bragg law is satisfied: nλ = 2dhkl sinθ, where θ is the
angle between the incident beam and the atomic plan (hkl), dhkl is the distance between
(hkl) planes, and λ the wavelength of the X-ray beam.

The X-ray intensity diffracted by the sample is then detected against the diffraction angle.
By scanning the sample through a range of diffraction angles, all possible diffraction direc-
tions of the lattice are attained (in the case of a powdered material, due to the random orien-
tation of the crystallites), and the full diffraction pattern of the sample is thus obtained. A
layout illustrating the Bragg law is presented in figure 2.6.

There is a lot of information that can be retrieved from a powder diffraction pattern, as it
is shown in figure 2.7.

It must be noted that, for the specific case of hydrogenous molecular systems, the analy-
sis of the diffraction pattern obtained is tricky, since:

- The symmetry of those systems is generally low (monoclinic, triclinic). This gives rise
to an important number of peaks, and then leads to an overlapping of some of them.
The line profile analysis thus becomes difficult.

4Waves interfer only if the wavelength of the incident beam is of the order of magnitude of the atomic dis-
tances in the system. This condition is always satisfied with the X-ray produced.

43



2.3. Experimental characterisation

Figure 2.6 – Layout illustrating the Bragg law.

- X-ray are not very sensitive to H atoms because they have only one electron. The in-
fluence of hydrogen bonding, which generally determines the stability of the sample,
is thus not well assessed.

Figure 2.7 – Information content of a powder diffraction pattern. Taken from [150].

2.3.1.b) Experimental details

For all the X-ray diffraction experiments performed in this work, the X’Pert Pro diffractome-
ter commercialised by Philips was used (see figure 2.8). The X-ray beam is produced by a Cu
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anode tube (λ=1.54 Å), and is detected with an X’celerator detector [151].

Figure 2.8 – X’pert pro diffractometer of Philips.

In this thesis, X-ray diffraction (XRD) experiments have been done to characterise mate-
rials in a qualitative manner:

- To discriminate between crystalline vs amorphous phases.

- To detect the apparition of new phases after a mechanical or thermal treatment.

The diffractometer can be used in two different setups:

- One setup allowing studying samples fill in a capillary tube, which has the advantage
of reducing preferred orientations.

- One setup allowing studying samples put on a flat plate, which has the advantage of
being really easy to prepare.

Only the first setup was used in this thesis. The configuration generally used to measure
samples in a capillary tube is a Debye-Scherrer setup mounted in transmission geometry
[150; 152] (see figure 2.9). Some slits are put just after the anode to control the divergence
of the beam. Afterwards, the divergent beam from the X-ray anode crossed a curved mono-
chromator. This monochromator focusses the beam and absorbs Kβ radiation of Cu. The
final beam (before the sample) thus contained Kα1 (λ = 1.541 Å) and Kα2 (λ=1.544 Å) radia-
tions of Cu. The presence of Kα1 and Kα2 wavelengths leads to splitting of the peaks that are
much more visible at higher 2θ angles.
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Figure 2.9 – Schematic representation of the Debye Scherrer geometry.

The samples were always filled into a Lindeman glass capillary of 0.7 mm diameter and
spun during the scan in order to scale down effects of preferred orientations.

For all the diffraction patterns obtained during the different measurements, the Bragg
angles are given with 0.1° of precision. Data were recorded from 5° to 60° by step of 0.0167°
using a counting time of 50 s per step (which corresponds roughly to 22 min 30 s). The results
were analysed using the FullProf software [153].

2.3.2 Thermogravimetric Analysis (TGA)

The TGA allows measuring the variations of the weight of the sample with respect to the tem-
perature, or at a given temperature with respect to the time. This technique has been used
in this work to detect moisture content and thermal degradation of the samples.

The instrument used is the Q500 (see figure 2.10) of TA Instruments [154]. For the repro-
ducibility of the experiments, the following parameters were used:

- Around 5-8 mg were filled in a platinum boat.

- During the experiment, the sample was flushed with a dry nitrogen flux of 60 ml.

The temperature reading was calibrated using the Curie points of alumel and nickel, while
the mass reading was calibrated using balance tare weights provided by TA Instruments.

The results were analysed using the Universal Analysis software of TA Instruments.

2.3.3 Differential Scanning Calorimetry (DSC)

2.3.3.a) General principle

The DSC is an analysis method that allows following the evolution of the thermodynamic
state of a sample during heating, cooling or isothermal treatments.

A DSC experiment can be basically explained as follows: a reference and a sample are
placed onto, respectively, the reference platform and the sample platform that are into a
common furnace. Each platform is connected to a thermocouple. The heat flow absorbed
or emitted by the sample is then measured by estimating the difference between the sample
temperature and the reference temperature continuously measured by the thermocouples.
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Figure 2.10 – Q500 of TA Instruments.

2.3.3.b) Experimental details

DSC and MDSC (Temperature Modulated DSC, see annex A) experiments have been perfor-
med using the DSC Q1000 and Q200 of TA Instruments (see figure 2.11) [155]. These calo-
rimeters are equipped with an RCS (Refrigerated Cooling System), which allows covering a
large temperature range, from -90 °C to 550 °C.

Small amounts of sample (3-5 mg) were placed into an aluminum DSC pan, so that they
can be able to best follow the temperature variations commanded by the instrument. The
samples were usually placed in open pans (pans without lid) to allow any water absorbed
during the preparation process to evaporate upon heating. A continuous dry nitrogen flow
crossing the container improves the heat transfers, the homogeneity of the temperature in
the cell, and helps to evacuate all polluting elements (humidity, oxygen). A schematic repre-
sentation of the DSC cell is shown in figure 2.12.

In general:

- DSC experiments were performed from 20 °C to 200 °C using a heating rate of 5 °C/min.

- MDSC experiments were performed from 20 °C to 200 °C, using a medium heating
rate of 5°C/min, a modulation amplitude of 0.663 °C and a modulation period of 50 s.
Those parameters correspond to conditions of “heat only”. This means that, despite
the modulation, the sample is never cooled during the experiment.

Temperature and enthalpy readings were calibrated using pure indium at the same scan
rates used in the experiment. The results were analysed using the Universal Analysis software
of TA Instruments. The reference glass transition temperature of each sample was defined
as the midpoint of the glass transition heat flow jump.

2.3.4 Isothermal calorimetry of dissolution

The isothermal calorimetry of dissolution allows measuring the dissolution enthalpy of a
sample at a given temperature. In this thesis, we have used this technique to measure the
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Figure 2.11 – DSC Q200 of TA Instruments.

Figure 2.12 – Schematic representation of the DSC cell.

amorphous fraction of a material in the course of a milling process.

The instrument used is the C80 calorimeter of Setaram (see figure 2.13 (a)) [156]. It has
a reversing cell, which allows mixing the solvent with the solute. For our measurements, we
have used two reversal cells (see figure 2.13 (b)):

- One sample cell: having the sample in the bottom compartment and the solvent (water
in our case) in the top compartment.

- One reference cell: having just the solvent in the above compartment, and in the same
quantity than in the sample cell.

At the limit between both compartments, small amount of paraffin oil was put into the
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cells to improve the tightness of the two compartments. Thermocouple sensors allowing
measuring the heat emitted or absorbed during the dissolution surround each of those cells.
The experiment proceeds in several steps. All those steps are described in more details in
chapter 4. The results were analysed with the Calisto Precessing software.

Figure 2.13 – (a) Picture of C80 calorimeter of Setaram.
(b) Picture of the reversal cells.

2.3.5 Nuclear Magnetic Resonance (NMR)

2.3.5.a) General principle

The NMR spectroscopy is based on the fact that nuclei of atoms have magnetic properties
that can be used to yield chemical information. It is an analytical chemistry technique used
for determining the content and purity of a sample, as well as its molecular structure [157].

Quantum mechanics subatomic particles (electrons, protons and neutrons) can be ima-
gined as spinning on their axes. For some atoms (such as 12C) these spins are paired against
each other, such that the nucleus of the atom has no overall spin. However, for many others
(such as 1H and 13C) the nucleus does possess an overall spin. For the latter, an NMR expe-
riment is possible.

An NMR experiment can be basically explained as follows: an external magnetic field is
applied to the system. An energy transfer is possible between the base energy and a higher
energy level (generally a single energy gap). This energy transfer takes place at a wavelength
that corresponds to radio frequencies. When the external field is interrupted, the nuclear
spin returns to its base level, emitting the corresponding energy difference. The signal that
matches this transfer is thus measured and processed in order to yield an NMR spectrum for
the nucleus concerned.

The precise resonant frequency of the energy transition depends on the effective magne-
tic field at the nucleus. This field is affected by electron shielding which is in turn dependent
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of the chemical environment. As a result, information about the nucleus chemical environ-
ment can be derived from its resonant frequency. In general, the more electronegative the
local environment of the nucleus, the higher the resonant frequency (notion of “deshielding”
[157]) is.

2.3.5.b) Experimental details

In this study we have used the NMR 400 MHz spectrometer commercialised by Bruker (see
figure 2.14) [158].

It was used to determine tautomeric proportions in amorphous lactulose. The quantifi-
cation process is easy to perform when there is a well-defined peak on the spectrum, cha-
racteristic of one tautomer in particular. Solid-state NMR on amorphous solids gives very
broad peak difficult to exploit. We have thus chosen to do liquid-state NMR. Jeffrey [146]
performed its experiment on 13C, but we have done proton NMR since proton NMR spectro-
meters were easier to access, and measured proton NMR spectra can be used for tautomeric
quantification. Indeed, there is almost always one H atom – named anomeric proton- close
to oxygen atoms (thus around electro-attractive atoms), which has an NMR peak completely
deshielded with respect to the other peaks (because its local environment is electronegative).
This deshielded peak generally facilitates the tautomeric quantification [159; 160]. 5

About 10 mg of sample were dissolved into 0.75 ml of DMSO. This solvent has been used
for its ability to slow down the mutarotation in solution [146; 161]. The signal was collected at
room temperature just after (3 min) the dissolution, in order to limit as much as possible the
tautomerisation. A 5 mm TBI probe was used for all the experiments. This probe is known
to be very suitable for the acquisition of the signal during proton NMR.

The results were analysed using the TopSpin 3.5pl5 software of Bruker.

5Indeed, in the measured spectra, most of the signals heavily overlap, but the resonances of the anomeric
proton of each tautomer are well separated from the others, and the proportion of each tautomer can thus be
measured.
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Figure 2.14 – NMR 400 spectrometer of Bruker.

2.4 Simulation methods

This section aims to give a brief understanding of the computational methods that have been
used throughout this work as well as the computational and simulation details. Interested
reader is referred to the excellent books of Allen and Tildesley [162], Haile [163], Rapaport
[164], Frenkel and Smit [165] for a more comprehensive overview of Molecular Dynamics si-
mulations. Books of Scholl [166], Dreizler [167], Parr [168] give a detailed presentation of the
Density Functional Theory formalism.

The choice of the appropriate simulation method depends on the level of required accu-
racy, timescale, nature and size of the system. Quantum mechanical ab-initio methods such
as Density Functional Theory (DFT) give the best level of realism on the calculated physical
properties. However, they necessitate a significant computational power, which limits these
techniques to the study of models made up of some hundreds of atoms at more, during a
quite short timescale (1-100 ps in the case of Ab initio Molecular Dynamics simulations).
For larger systems, empirical force fields (FF) methods such as Molecular Dynamics (MD)
simulations have to be used, however giving less realistic results. Nevertheless, the goal of
MD simulations is not to give a value close to the experimental one, but to reproduce (and
therefore explain) the experimental tendencies. In general, MD simulations are employed to
study physical or chemical phenomena that occur over a spatial scale between 0.1 nm and
100 nm, and a time scale between few fs and 100 ns.
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As it will be continuously viewed along this thesis, a deep understanding of the complex
features observed in the experimental data could not disregard the use of computational
tools.

2.4.1 Ab initio methods

2.4.1.a) General principle

Background of ab initio methods: the quantum mechanics At the beginning of the 20th
century, in order to explain fundamental physical phenomena where simple approaches
using classical mechanic (of Newton) or statistical physics (of Boltzman) failed, physicists
have developed a robust theory, without any approximation: the quantum mechanics. This
theory was supposed to describe the matter at a subatomic scale.

Schrödinger suggested to describe the state of a particle by a wave function Ψ(~r, t ). The
square modulus of this wave function gives the probability to find the particle at the position
r at the time t. This function is the solution of the Schrödinger equation, equation describing
the evolution in time of a non-relativist particle:

HΨ(~r, t ) = EΨ(~r, t )

where H is the Hamiltonian of the system and E the energy of the particle. In the case of
stationary states, the Schrödinger equation of the system is of the form:

HΨ(~r ) = EΨ(~r )

The Hamiltonian H of a molecular system constituted of M ions and N electrons in in-
teraction is defined as the sum of their kinetic and potential energies. The potential energy
comprises three Coulomb terms Vee , Vnn and Ven , corresponding respectively to the electro-
static forces between electrons, between ions, and between electrons and ions. The kinetic
energy is composed of two contributions Te and Tn , corresponding respectively to the mo-
tions of the N electrons and to the M ions. Therefore:

H = Tn +Te +Ven +Vnn +Vee

The Schrödinger equation can be written as:

HΨ(~r,
−→
R ) = EΨ(~r,

−→
R ) (2.1)

with ~r = ~r1, ...,~rN and
−→
R =

−→
R 1, ...,

−→
R M representing respectively all electrons and ions co-

ordinates of the system. Ψ is the wave function associated to the stationary state with energy
E. It depends on the 3N electron and 3M ion coordinates. By resolving Eq. 2.1, one obtains
the wave function of the system and its associated energy E, giving thus access to all its phy-
sical and chemical properties. However, owing to the very large number of variables in this
equation (3N+3M), it is impossible to solve it for systems in condensed matter. Therefore ap-
proximations were introduced, the so-called Born-Oppenheimer approximation being one
of the most famous.
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Born-Oppenheimer approximation and resolution of the Schrödinger equation The Born-
Oppenheimer approximation stipulates the following: electrons move faster than nuclei in
such a way that, for a given configuration of the nuclei, electronic positions are instanta-
neously adjusted to nuclear positions before nuclei move again.

It is therefore possible to write the wave function as a product of two functions, one de-
pending only on the nuclear coordinates, and the other depending on the electronic coordi-
nates, and in a parametric manner, to the nuclear coordinates:

HΨ(~r,
−→
R ) =Ψn(

−→
R )Ψe (~r,

−→
R ) (2.2)

After some simplifications and approximations judiciously chosen, introducing Eq. 2.2
in Eq. 2.1, one can obtain:

(T̂e (~r )+ V̂ee (~r )+ V̂en(~r,
−→
R ))Ψe (~r,

−→
R ) = Ee (

−→
R )Ψe (~r,

−→
R ) (2.3)

where,

Ee (
−→
R ) =

(T̂e (~r )+ V̂ee (~r )+ V̂en(~r,
−→
R ))Ψe (~r,

−→
R )

Ψe (~r,
−→
R )

Eq. 2.3 can be developed as:

−~2

2me

N∑
i =1

∇2
~r i
+ 1

2

N∑
i 6= j =1

1

4πε0

e2∣∣~r i −~r j
∣∣ − M∑

j =1

N∑
i =1

1

4πε0

Z j e2∣∣∣−→R j −~r i

∣∣∣
Ψe (~r,

−→
R ) = Ee (

−→
R )Ψe (~r,

−→
R ) (2.4)

It is important to notice that the dependence of Ψe (~r,
−→
R ) to nuclear coordinates is done

only via the Coulombian interaction between nuclei and electrons. And, the potential gene-
rated by nuclei on an electron can be defined as:

V(~r ) = −
M∑

j =1

1

4πε0

Z j e2∣∣∣−→R j −~r
∣∣∣

In a nutshell, with the Born-Oppenheimer approximation, one assumes that electrons
are under potential V(~r ) generated by nuclei. After the nuclear configuration is chosen, one
solves the electronic Schrödinger equation (Eq. 2.4) and for this configuration calculated the
total energy of the system:

E =
1

2

M∑
i 6= j =1

1

4πε0

Zi Z j e2∣∣∣−→R i −−→
R j

∣∣∣ +Ee (
−→
R )

Thanks to the Born-Oppenheimer approximation, a [3N+3M] body problem has been re-
duced to a 3N body problem. However, the resolution of the electronic Schrödinger equation
is still a complex many-body problem. The poly-electronic wave function depends on 3N va-
riables. A numerical representation of such functions is almost impossible for big values of
N. For this reason, methods for the calculation of electronic structure have approximations.
Two different strategies can be adopted:

• Methods using wave function (Hartree, Hartree-Fock, Configuration Interaction, . . . ).

• Density Functionnal Theory (DFT).

Hartree-Fock and DFT approaches are briefly presented below.
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Hartree-Fock method The goal of the Hartree-Fock (HF) method is to solve the many-body
problem. To do so, Hartree made the following assumption: many-electron wave function is
just a product of a set of single-electron wave functions:

Ψ(1, ...,N) =ϕ1(1)ϕ2(2)...ϕN(N) (2.5)

There are N time-independent equations for each of the N single electrons.
The HF approximation is an extension of the Hartree assumption, to include the per-

mutation symmetry of the wave function. The Pauli exclusion principle states that the total
wave function for the system must be antisymmetric under particle exchange. For example,

Ψ(1,2, ...,N) = −Ψ(2,1, ...,N)

In the HF approximation, instead of using the simple product of wave functions shown
in Eq. 2.5, a Slater determinant function which satisfies antisymmetric condition is used.

This exchange (antisymmetric) condition leads to the exchange term in the one-electron
equations of the single-electron wave functions. Therefore, HF method deals exactly with
exchange. Exchange is the fact that different electrons, because of their quantum nature,
cannot be differentiated from each other when they are close together, and their wave func-
tions overlap.

Advantages of HF method:

- It gives, in an approximate way, information about orbitals which can be used as an
input for more accurate methods, usually called post-HF methods.

- Electron exchange part of the Schrödinger equation is well defined.

Disadvantages of HF method:

- Electron correlation is missing.

- Not applicable to large systems.

DFT method Density Functional Theory is one of the most popular and successful quan-
tum mechanical approaches to matter. Its high efficiency and good scaling with a relatively
high accuracy are the main reasons for its important and still growing success. The main idea
behind DFT is that the electronic density n(r) is used as the basic variable of the problem and
that all the properties can be calculated from it. The use of the density (which has just 3 va-
riables) as the basic variable, instead of the many-body wave function is a great advantage.
This renders the electronic problem solvable for systems containing more atoms (several
hundred). This method is based on theorems (Hohenberg-Kohn, etc.), choices (Kohn and
Sham method, etc.) and approximations (LDA, etc.).

- Hohenberg-Kohn theorems

L. Thomas and E. Fermi put the basis of DFT already in 1928, and later P. Hohenberg
and W. Kohn gave a robust formalism in 1964, by introducing approximations to model
the interactions between the electrons. The Hohenberg and Kohn (HK) theorems are
the following [169]:
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i) First HK theorem: the external potential v is uniquely determined by the electronic
charge density n(~(r )).

This means that every ground-state property, and in particular the ground-state
energy, is a functional of the electron density:

E [n] = F[n]+
∫

n(~r )vd~r

with F[n] = Te [n] + Vee [n], the universal (do not depend to the system) HK func-
tional, and the second term depends on the system.

NB: This external potential is the one created by the nuclei (plus an eventual ap-
plied field).

ii) Second HK theorem: the ground state energy can be obtained variationally: the
density that minimises the total energy is the exact ground state density.

- Kohn and Sham approach

Kohn and Sham (KS) proposed to replace the fully interacting many-body system by
an ensemble of independent fictitious particles in a modified external potential having
the same density as that of the real electronic [170]. In the Kohn-Sham approach, the
total energy functional can be written as:

E[n] = Ts[n]+Vext [n]+EH[n]+EXC[n]

where Ts[n] is the non-interacting kinetic energy, Vext [n] is the external potential, EH[n]
is the Hartree energy and represents the classical Coulomb interaction of an interac-
ting charge density , EXC[n] = (Te [n] - Ts[n]) + (Vee [n] - EH[n]) is the exchange-correlation
energy. The exact ground state and energy could be obtained in principle by finding
n(~r ) such that:

δ(E[n])

δn
= 0

By developing this equation, it is possible to reach the Kohn-Sham equations [170],
which can be solved by an iterative self-consistent procedure. At this level, DFT is an
exact theory. The remaining problem is that the exact expression of the exchange-
correlation functional EXC[n] is unknown. This term has to be approximated.

- Approximations

Numerical result depends on the choice of exchange-correlation functional. There are
several approximations used for the exchange-correlation functional. Among them,
one can mention the:

– LDA (local density approximation) [170; 171]

– GGA (generalized gradient approximation) [172; 173]

– Hybrid methods (LSDA, B3PW91, B3LYP, etc.) [174–178]

Nowadays, DFT theory implemented in different software thus reflects brilliant ideas
of HK and KS.
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2.4.1.b) Simulation details

Optimisation of the structure is necessary before the determination of the vibrational spec-
trum. It was performed on molecules whose initial coordinates were taken from the crystal
structure, or from MD simulations boxes. The vibrational spectrum was then calculated on
the optimised molecules. Both geometry optimisation and frequency calculation of the mo-
lecules were performed using DMol3 modulus [179] of Material Studio. The calculations
were done using the B3LYP functional and 6-31G* basis set, which has been proved to be
very well adapted to optimise disaccharides [180; 181]. For DFT calculations on small amor-
phous phases (having five molecules), the molecules were always put in an amorphous cell
(with symmetry P1) at a density of 1.4 g/cm3, and the GGA-PBE functional used instead. This
is because B3LYP functional cannot be used on systems having certain symmetry. Moreover,
the GGA-PBE is known to provide a fairly accurate description of hydrogen bonds, and for
this reason, it is commonly used to compute vibrational modes of disaccharides [182; 183].
The DNP (Double Numerical plus Polarisation) basis set was used for all calculations, with
fine convergence criteria (dE < 10−5 Ha, Max. force on atoms = 0.002 Ha/Å, max. displace-
ment of atoms = 0.005 Å). All those parameters have been chosen after having done several
tests.

In the case of single molecule calculation, the geometry optimisation and frequency cal-
culation typically cost less than 24 h on a 16 processors node.

Principle of vibrational frequencies calculation g(w) When a molecule or a cell is built or
input to the software, it usually needs to be refined to bring it to a stable geometry. This
is done during a geometry equilibration step, consisting in slightly moving atoms such a
way to find a relative minimum on the energy hypersurface. It is done using a smart pro-
cedure, combination of Steepest descent, Conjugated Gradients and Newton-Raphson me-
thods. Thereafter, the stable molecule is used to compute vibrational frequencies. To do so,
DMol3 computes the 3N*3N (N being the total number of atoms in the structure) Hessian
matrix, by finite differences of analytic first derivatives. This means that each atom is slightly
displaced in the three Cartesian directions (including positive and negative direction), and
the new values of energy are used to construct the Hessian matrix. This matrix is diagona-
lised afterwards, and the eigenvalues and eigenvectors are obtained. From these values the
atomic displacements and their amplitude in real space can be expressed in terms of normal
modes coordinates. Therefore, the frequencies of the normal modes can be calculated, and
performing a summation over all modes the density of states, g(w), can be obtained.

2.4.2 Molecular Dynamics (MD) simulations

In this section, we will first explain the principle of MD simulations. After that, some tricks
commonly employed to implement a MD simulations code will be presented. In the last
part, the simulation parameters used during this thesis will be given.

2.4.2.a) General principle and some important background

Principle In order to follow time evolution of atoms and molecules, molecular dynamic
adopts the Born-Oppenheimer approximation: since electrons move faster than nuclei, one
can assume that those two motions are uncoupled. In MD, this approximation means that
the effect of electrons can be average, and the atoms are thus only reflected by their nuclei.
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These latter are treated as point masses, and therefore obey to classical equations of motion,
Newton equations for example:

−→
F i = mi~ai (2.6)

Where
−→
F i stands for the force acting on the atom (nucleus) i, mi its mass and ~ai its acce-

leration.

The force
−→
F i is obtained by derivating the force field U:

−→
F i = −∂U

∂~ri
(2.7)

where U(~r1,~r2, . . . ,~rN) is an empirical function that approximates potential energy E, and
~r1,~r2, . . . ,~rN are the positions of atoms 1, 2, ... N.

The achievement of MD simulations firstly requires to choose a force field. Afterwards,
one needs to numerically solve the equations of motion, in order to get the different dyna-
mical parameters (position, velocity and acceleration) of the atom of mass mi . The accuracy
of MD simulations is based on a judicious exploitation of those parameters.

MD simulations in practice In the previous section we have briefly introduced the physical
concepts behind MD simulations. Their numerical implementation is quite complex, and
usually requires some tips. A MD simulation aims to produce a dynamical trajectory of a
system composed of N particles, by integrating Newton equations of motion. To do so, one
initially needs:

- a set of initial conditions (positions and velocities of each particle);

- a good model to represent the forces acting between the particles (either from elec-
tronic structure calculations or using an empirical force field as it will be presented
after);

- to choose the thermodynamic ensemble in which simulations will be performed;

- to define the boundary conditions to be employed. This step is not mandatory, but it
is usual to perform MD simulations using periodic boundary conditions.

i) Initial conditions

In the case of a crystal, the position of each particle can be typically available in the
form of a crystallographic file and it is possible to construct a supercell combining se-
veral unit cells. For a disordered system, the position of each particle is usually genera-
ted randomly or by melting an ordered structure. In both cases (ordered and disorde-
red systems), the generated structure is not always physically acceptable. A geometry
optimisation step is thus almost always necessary. During this step, the geometry of
the system is optimised by minimising its potential energy, in order to reach the most
stable possible configuration. Among geometry optimisation methods, there are the
Steepest descent method [184–186], the Conjugated Gradients method [186–188], and
the Newton-Raphson method [186; 189].

The velocity of each particle is attributed randomly from a Maxwellian distribution
centered on the desired temperature and then they are adjusted in order to zero the
angular momentum and the center of mass velocity of the total system.

57



2.4. Simulation methods

ii) Force field

MD simulations consist in calculating the time evolution of the positions, velocities
and accelerations of particles in a system. The force field is the key element of this
calculation, the heart of MD simulations. A force field is a mathematical expression
describing the dependence of the potential energy of a system on the coordinates of
its particles. A bad model of the different interactions acting between particles could
lead to bad results. In its simplest form, a force field is as follows:

U = Ubonded +Unonbonded

with:

• Ubonded = Ubond + Uang l e + Udi hedr al including intramolecular interactions bet-
ween atoms separated by one, two or three covalent bonds.

Ubond : model of the covalent bond between two atoms.

Uang l e : model of the valence angle between three atoms.

Udi hedr al : model of the dihedral angle between four atoms.

• Unonbonded = UvdW + Uel ectr ost ati c including interactions between atoms of dif-
ferent molecules, or belonging to the same molecule but separated by more than
three covalent bonds.

UvdW : model of the van der Waals interaction between two atoms (Lennard-Jones
potential).

Uel ectr ost ati c : model of the electrostatic interaction between two atoms (Cou-
lomb potential).

Parameters of the force fields are obtained by empirical approaches: they are adjusted
with experimental values, or with values obtained by theoretical calculations. Among
famous force fields, one can mention CHARMM [190], AMBER [191], GROMOS [192;
193], OPLS [194], COMPASS [195].

iii) Thermostats and barostats

Any MD simulation is done in a statistical ensemble generally chosen according to the
properties to investigate. Although the NVE ensemble is the natural thermodynamic
ensemble of simulations (since the energy E, number of particles N and volume V are
constant), it generally exists reasons why one needs to do a simulation in NPT (P: pres-
sure) or NVT (T: temperature) ensemble. In those cases, the system is “plunged” into
a thermostat or barostat, so that the temperature or the pressure will be kept constant
respectively. In practice, this means to add an extra non-conservative force f in the Eq.
2.6. This force creates fluctuations of the energy, but those fluctuations remain weak
when the system has been well equilibrated, and do not affect the simulation results.

Among thermostats and barostats, we can mention the Berendsen algorithm [196] and
the Nose-Hoover algorithm [197–199]. In the Berendsen algorithm, the instantaneous
temperature is pushed towards the desired temperature by scaling the velocities at
each step. For the Berendsen barostat, the size and shape of the simulation cell are
dynamically adjusted in order to obtain the desired average pressure Pext .

iv) Periodic boundary conditions
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Because of a limited computational power, it is not yet possible to perform simulations
on boxes having the size of a real system, i.e. containing around NA = 6.02 1023 (Avoga-
dro number) atoms. One can then think that the results obtained are biased because
of the small size of the box compared to the experimental dimensions. Fortunately this
is not the case, because in general the size effects are scaled down by applying periodic
boundary conditions [162; 164]. This trick improves considerably the final results by
reducing surface effects. On another hand, in most cases, we are looking for bulk pro-
perties (of liquid or solid systems). We thus need to impose some boundary conditions
to have a real system with a large amount of bulk and a small amount of surfaces.

It must be underlined that with periodic boundary conditions, the real system being
simulated consists of the primitive box and all its replicas (see figure 2.15). When si-
mulating disordered systems, this introduces an artificial periodicity. If the size of the
simulation box is sufficiently large, the effects are normally not important, but it is
important to be careful when considering any property that depends on long-range
correlations. This issue does not arise for a crystal.

Figure 2.15 – Schematic representation of periodic boundary conditions in a 2D system. The
“real” box is represented in blue. The pseudo-infinity character of the system thus
generated forces to make certain approximations, concerning the treatment of
interactions between molecules. In particular, the so-called “minimum image
convention” [162; 200] assumes that each particle of the central cell interacts with
the closest image of all the other particles.

v) Resolution of the Newton equation

Having a force field, one can get the force F acting on each atom and then numerically
solve Eq. 2.6. There are several numerical algorithms to solve it, the Verlet algorithm
[201], the leapfrog algorithm [202] and the velocity Verlet algorithm [203] for instance.
The velocity Verlet algorithm is presented below.

All numerical expressions for integrating Newton equations are based on Taylor series:

r (t +∆t ) = r (t )+ v(t )∆t + 1

2
a(t )∆t 2 + . . . (2.8)
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with r(t), v(t) and a(t) the position, velocity and acceleration at time t respectively, and
∆t the time step.

After some developments, one can get the following expressions:

r (t +∆t ) = 2r (t )− r (t −∆t )+a(t )∆t 2 +0(∆t 4) (2.9)

v(t + 1

2
∆t ) = v(t )+ 1

2
a(t )∆t +0(∆t 3) (2.10)

v(t +∆t ) = v(t )+ 1

2
(a(t )+a(t +∆t ))∆t +0(∆t 3) (2.11)

v(t +∆t ) = v(t + 1

2
∆t )+ 1

2
a(t +∆t )∆t +0(∆t 3) (2.12)

The new positions are determined using Eq. 2.9, knowing the position, velocity and
acceleration at the current moment. After that, velocities are determined at t + 1

2∆t
using Eq. 2.10. Finally, new velocities and accelerations are determined using Eq. 2.11
and Eq. 2.12. This algorithm has a precision of 0(∆t 4) on the positions, and of 0(∆t 3)
on the velocities.

2.4.2.b) Simulation details

We have used the DL_POLY (classic and 4.7 versions) software [204–207]. It is a free (for aca-
demics) and open source classical MD simulations software, implemented in Fortran 90. The
OPLS all-atom force field (a second generation force field, see annex C) has been used du-
ring simulations. The parameters of this force field were fitted to reproduce results from ab
initio calculations on sugars (glucopyranose, galactopyranose), and therefore, it reproduces
very well sugar properties [208; 209]. Newton equations are integrated using two versions
of the Verlet algorithm. The first is the Verlet leapfrog algorithm [162] and the second is
the velocity Verlet algorithm. The structures were optimised using the Conjugate Gradients
minimisation method [210] and/or doing a ‘zero K’ temperature molecular dynamics. The
latter is actually a real MD simulation conducted at 1 K, where dynamics have been modified
so that the velocities of the atoms are always directed along the force vectors. Thus the dyna-
mics follows the steepest descent to the local minimum. The time step is generally chosen in
such a way that at least 10 «photos » of the progression of the fastest vibration in the system
are taken (that typically means it should be at more 10 times less than the fastest vibration in
the system). In our system, at 300 K, the fastest vibration (the OH stretching) has a frequency
of 470 meV, and thus occurs over 9 fs. A time step of 1 fs was then generally used. However,
in order to increase the simulation time step (up to 2 fs), the SHAKE algorithm [211; 212] was
sometimes used. It constraints some fast and non-relevant vibrations. Berendsen thermo-
stat and barostat were always used, with relaxation times of 0.2 ps and 2.0 ps, respectively.
This has been decided after testing some other thermostats and barostats. Interatomic elec-
trostatic forces were calculated using a shifted Coulombian potential. A rcut of 10 Å was used
for interatomic interactions. All those parameters have been chosen after having done seve-
ral tests. Periodic boundary conditions were applied in all directions.
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After an equilibration run, a production run was always done in order to extract and ana-
lyse simulation data. Analysis in MD simulations is done by following the evolution of struc-
tural, dynamic of thermodynamic parameters of the system with respect to the time. This
gives some useful information on the system. In particular, auto-correlation functions are
usually calculated to assess specific physical quantities.

All the calculations have been performed at the University of Lille (cluster Zeus, cluster
thot, local desktop) or on the cluster of ILL, Grenoble. For illustrative purposes, a 20.000
steps simulation performed with 1 fs time step, and using 8 processors on a box having 2880
atoms took 24 min.
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Chapter 3

Presentation of crystalline and amorphous
lactulose obtained by different
amorphisation routes

“Savoir s’étonner à propos est le premier
pas fait sur la route de la découverte.”

Louis Pasteur
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Chapter 3. Presentation of crystalline and amorphous lactulose obtained by different
amorphisation routes

The aim of this chapter is to present the physico-chemical properties of crystalline and
amorphous lactulose compounds. In the first part, the anhydrous crystalline lactulose is
presented, with an emphasis on the tautomerisation happening in this system. Thereafter,
trihydrate crystalline lactulose will be presented. The next parts will be devoted to the amor-
phous samples obtained by four different methods:

- Quenching from the melt of the anhydrous crystal (QFTM);

- Milling of the anhydrous crystal (MIL);

- Spray-drying of an aqueous solution of lactulose (SD);

- Freeze-drying of an aqueous solution of lactulose (FD).

The properties of amorphous lactulose obtained from the four different amorphisation routes
will be progressively presented and compared to the previous ones.

It is worth mentioning that the results presented here were obtained by conventional
powder X-Ray Diffraction (XRD), Differential Scanning Calorimetry (DSC), Thermogravime-
tric Analysis (TGA), Nuclear Magnetic Resonance (NMR) and Molecular Dynamics (MD) si-
mulations. Furthermore, the different compounds have also been analysed by neutron scat-
tering, and the corresponding results will be presented in chapter 5.

In the previous chapter the three main tautomers that characterise lactulose, namely, ga-
lactosyl β-furanose, galactosyl α-furanose, and galactosyl β-pyranose were presented. As a
reminder, they will be respectively named tautomer A, tautomer B and tautomer C throu-
ghout this manuscript.

3.1 Crystalline lactulose

3.1.1 Anhydous lactulose (commercial form)

Commercial lactulose (98% purity) was purchased from Sigma Aldrich, and used without
further treatment.

3.1.1.a) Characterisation by XRD, TGA and DSC experiments

Figure 3.1 shows a XRD pattern of commercial lactulose recorded at ambient temperature
in a spinning capillary, between 5° and 40° in 2θ (black line). The diffraction pattern of an
empty capillary is also reported (blue line).

The black line contains Bragg peaks characteristic of a crystalline state. The analysis of
this XRD pattern made with the FullProf software [153] indicates that the system is mono-
clinic, with cell parameters compatible with those previously obtained by Jeffrey et al. on
anhydrous crystalline lactulose [51]:

a = 7.420(3) Å,b = 19.257(6) Å,c = 5.355(2) Å,β = 103.88(3)°,α = γ = 90°

A small diffusion halo appears between 17° and 28° on this XRD pattern. This halo is
similar to the XRD pattern of the empty capillary (blue line). It is therefore attributed to
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3.1. Crystalline lactulose

Figure 3.1 – XRD patterns of commercial form of lactulose (black line) and empty capillary (blue
line) recorded at room temperature.

the scattering of the X-ray beam by the capillary, and by the air in the illuminated volume
surrounding the sample.

Figure 3.2 b) shows the TGA curve of the anhydrous crystalline lactulose recorded upon
heating (5 °C/min) between 30 °C and 180 °C (black line), as well as the derivative signal with
respect to the temperature (blue line). They reveal three mass losses:

- The first one, of about 0.5%, is at 60 °C. XRD experiments performed on the compound
before and after this mass loss did not show any structural changes. This mass loss is
therefore assignable to a departure of free water.

- The second one, wider, spreads between 120 °C and 160 °C. The experiment that will
be presented in section 3.2.2 shows that this mass loss corresponds to a departure of
the water inclusions present in the commercial form. This water has probably been
trapped in the crystalline matrix during the manufacture of the anhydrous lactulose.

- The third one begins after 160 °C. It corresponds to the thermal degradation of lac-
tulose. Above this temperature, the compound colour changes from white to brown,
proving that it has caramelised.
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Chapter 3. Presentation of crystalline and amorphous lactulose obtained by different
amorphisation routes

Figure 3.2 – a) DSC curve of the anhydrous crystalline lactulose (5°C/min)
b) TGA curve and derivative TGA curve of the anhydrous crystalline lactulose
(5°C/min)

Figure 3.2 a) shows a DSC curve of the same crystal recorded in the same conditions
(heating at 5 °C/min between 30 °C and 180 °C). There are two endotherms in the figure:

- The first one, around 60 °C, corresponds to the departure of the free water, as pre-
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3.1. Crystalline lactulose

viously seen by TGA.

- The second one, wider, ranges from 120 °C to 165 °C. It consists of a shoulder at about
145 °C, temperature where the second mass loss has been seen in the TGA curve (see
figure 3.2 b)). It therefore corresponds to the departure of the water inclusions. The rest
of the endotherm consists mainly of the endothermic signal due to the melting of the
crystal. In addition, a small endothermic contribution due to the thermal degradation
of the sample (seen in TGA, figure 3.2 b)) and beginning above 160 °C is present in this
endotherm. It is therefore a complex dehydration-melting-degradation endotherm.

The endotherms due to the thermal degradation of lactulose and the departure of water
inclusions are superimposed on that of the melting. A precise determination of the melting
enthalpy and the melting temperature on the thermogram present in figure 3.2 a) is therefore
not possible. However, it has been possible to measure the melting enthalpy of the crystal on
a compound which was weakly ground (to break the crystallites in which the water is trap-
ped), aged and then dried. The obtained results are presented in the following paragraph.

Estimation of the melting enthalpy of the anhydrous crystal Several DSC experiments
were carried out on crystalline lactulose weakly ground and then dried, but none of the ob-
tained results showed an enough sharp melting endotherm. This is mainly due to the fact
that the weak grinding combined with the diffusion of the water during drying, partially de-
grades the crystallinity. Thus, an experiment where the crystal was weakly ground and then
aged at ambient temperature was carried out. This favours the reconstitution of the crystal-
lites.

Figure 3.3 presents a thermogram of a crystalline lactulose sample obtained upon hea-
ting (5 °C/min). This sample has been previously slightly crushed (during 5 min), aged du-
ring 3 months, and dried at 60 °C during 15 min. The thermogram does not show any Cp

jump nor exothermic recrystallisation which indicates that the crushing has not induced
any partial amorphisation of the material. It only shows the melting endotherm. This mel-
ting endotherm is much sharper and occurs at a slightly higher temperature than the one
observed in the commercial lactulose as received. These differences are due to the crushing
stage which has allowed the removal of water inclusions upon drying. This endotherm is
thus the genuine melting peak of lactulose from which an accurate melting temperature Tm=
(162.5±1) °C and melting enthalpy∆Hm= (125.7±1) J/g can be derived.

3.1.1.b) Tautomeric composition of crystalline lactulose: Investigations by NMR experi-
ments

This part aims to show the possibility of determining the tautomeric composition of lac-
tulose samples using liquid-state proton NMR. To do so, the lactulose solid samples were
previously dissolved into Dimethyl Sulfoxide (DMSO). This solvent is expected to strongly
slow down the tautomerisation processes in the solution [146; 161]. A rapid measurement
just after dissolution could thus provide the real tautomeric composition of the initial crys-
talline sample.

Figure 3.5 a) shows simulated NMR spectra of tautomers A (red line), B (blue line) and
C (green line), represented between 4.5 and 5.7 ppm. The simulations were performed with
the ACD/NMR Predictors software of ACD/Labs company [213]. This software uses an expe-
rimental knowledgebase containing the chemical shifts, in a DMSO environment, of all the
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Figure 3.3 – DSC curve of commercial anhydrous crystalline lactulose recorded at 5 °C/min after
slight crushing (during 5 min), 3 months aging at room temperature, and 15 min
drying at 60 °C

H atoms present in the different tautomers. These chemical shifts change with respect to the
chemical group of each H atom and its local environment, as experimentally. The simula-
tions are therefore non ab-initio calculations.

It is important to precise that the position of all atoms in tautomer A has already been
well determined by XRD [51]. But in the case of tautomers B and C, the position of most
of the H atoms is unknown [51]. We have thus performed structure minimisation thanks to
DFT calculations, in order to predict the position of the undetermined H atoms. Therefore,
for the ACD/NMR simulations performed, the structure of tautomer A comes from the litte-
rature, and those of tautomers B and C come from DFT calculations.

In figure 3.5 a), it can be noticed that above 4.5 ppm, each tautomer has a characteristic
peak at a specific chemical shift:

- The peak at 4.7 ppm corresponds to tautomer B;

- The peak at 4.9 ppm corresponds to tautomer A;

- The peak at 5.2 ppm corresponds to tautomer C.
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3.1. Crystalline lactulose

A thorough analysis of the simulation results showed that these characteristic chemical
shifts come from the same hydrogen atom in the three tautomers. It is the hydrogen atom
present between the two cycles (named anomeric proton), and having two oxygen atoms in
its vicinity (see figure 3.4). The presence of a deshielded peak due to the anomeric proton
has already been observed on other sugars [214].

Figure 3.4 – Tautomer A molecule. The anomeric proton is encircled in blue.

Figure 3.5 b) represents the experimental NMR spectrum of anhydrous crystalline lactu-
lose measured at room temperature, 3 min after dissolution in DMSO (black line). It shows
the three characteristic peaks of the three tautomers. The position of these peaks, however,
does not correspond to that of the peaks obtained by simulation. This is due to the fact that
experimental parameters that can influence the position of the peaks - such as the lactulose
concentration in DMSO - are not taken into account in the simulation. In addition, the si-
mulation uses « empirical » chemical shift values, which do not necessarily correspond to
those of lactulose tautomers.

The NMR spectrum shown in figure 3.5 b) enables to assess the sample tautomeric com-
position, 3 min after dissolution in DMSO. No trace of tautomers no. 4 and no. 5 presented
in chapter 2 (section 2.1.2) was detected in the DMSO solution. Consequently, they will be
considered as negligible. The fraction of a given tautomer will thus be obtained by dividing
the area of the corresponding characteristic peak by the sum of the areas of the characteris-
tic peaks of each of the three tautomers. This calculation performed on the spectrum of the
anhydrous crystalline lactulose (figure 3.5 b)) indicates that it consists of 79.3% of tautomer
A, 10.3% of tautomer B and 10.4% of tautomer C.

In order to evaluate the ability of DMSO to block the mutarotation of lactulose, and to
have an indication of the tautomerisation kinetic in this solvent, the time evolution of the
tautomeric composition after dissolution was followed.

Figures 3.6a, 3.6b and 3.6c show the time evolution of the NMR peaks characteristic of
tautomers A, B and C after dissolution of crystalline lactulose in DMSO, respectively. A de-
crease of the peak area associated with tautomer A can be seen, as well as an increase of the
peak area associated with tautomers B and C. The integration of these peaks allows retrie-
ving the time evolution of the tautomeric composition in the DMSO solution. The results
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Figure 3.5 – a) NMR simulated spectra of tautomer A (red line), tautomer B (blue line) and
tautomer C (green line) of lactulose in DMSO.
b) NMR spectrum of the anhydrous lactulose (black line) recorded 3 min after
dissolution in DMSO.

obtained are reported in table 3.1, and the time evolution is shown in figure 3.7. We can note
a strong decrease in the proportion of tautomer A, as well as a strong increase in the propor-
tion of tautomer C, and a moderate one in the proportion of tautomer B.
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3.1. Crystalline lactulose

(a) Case of tautomer A. (b) Case of tautomer B.

(c) Case of tautomer C.

Figure 3.6 – Time evolution of the tautomeric fractions in DMSO.

The solid lines in figure 3.7 represent the best fit of the data using an exponential relaxa-
tion law. The evolutions of the tautomeric proportions have been extrapolated to t=0 in order
to best estimate the tautomeric proportions in the crystal before dissolution. The following
values were obtained: 79.9% of tautomer A, 10.5% of tautomer B and 9.6% of tautomer C.
These values have been reported in table 3.1 (values highlighted in grey). It can be noticed
that they are not very different from those determined 3 min after dissolution. The diffe-
rences observed enable to estimate the error made by approximating the composition of the
compound in the solid state with that measured 3 min after its dissolution in DMSO.

The dashed lines in figure 3.7 represent the values of the tautomeric fractions two weeks
after dissolution in DMSO: 45.6% of tautomer A, 34.2% of tautomer B and 20.2% of tautomer
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Chapter 3. Presentation of crystalline and amorphous lactulose obtained by different
amorphisation routes

Figure 3.7 – Time evolution of the fraction of tautomers A (red points), B (blue points) and C
(green points) after dissolving the crystalline lactulose in DMSO. The solid lines
represent the best fit of the data using an exponential relaxation law. The dashed lines
represent the values of the tautomeric fractions two weeks after dissolution in DMSO.

Table 3.1 – Time evolution of the fraction of tautomers A, B and C in DMSO. The values
highlighted in grey correspond to the extrapolation of the experimental values (i.e.
from t= 3min) to t=0 min using an exponential relaxation law.

Time (min) % of tautomer A (±2) % of tautomer B (±2) % of tautomer C (±2)
0 79.9 10.5 9.6
3 79.3 10.3 10.4
5 77.0 10.2 12.8
7 75.1 11.6 13.3

10 74.4 09.9 15.7
30 68.2 11.4 20.4
45 65.7 11.1 23.2
75 62.6 12.5 24.9

105 62.0 12.9 25.1
135 60.0 14.2 25.8

C. Those values are different from that measured 135 min after dissolution. This means that
the equilibrium was not yet reached 135 min after dissolution, and the tautomeric propor-
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3.1. Crystalline lactulose

tions measured two weeks after dissolution are closer to the equilibrium one.

Moreover, from 0 to 2h after dissolution, the results presented in figure 3.7 show a very
small evolution of the amount of tautomer B. A similar behaviour has already been observed
when dissolving glucose in DMSO [47]. Since the conversion from α to β glucose is similar to
that from tautomer A to tautomer B (pure anomerisation), it can be assumed that, conver-
sion from tautomer A to tautomer B is nearly “blocked” (slowed down) by DMSO. On the
other hand, the conversion from A to C (pure tautomerisation) is different, and appears to
be less strongly “blocked” by DMSO.

The previous results indicate that the tautomerisation is not totally blocked by the DMSO.
However the kinetic of tautomerisation appears to be slow enough to get a realistic estima-
tion of the tautomeric composition in the initial crystal if the NMR measurements are per-
formed immediately and rapidly after the dissolution. In the remainder of this manuscript,
the determination of the tautomeric compositions of the various compounds studied will
thus be carried out systematically by analysing the NMR spectra of the compounds recorded
3 min after their dissolution in DMSO.

Therefore, the tautomeric proportions in anhydrous crystalline lactulose are (79.3 ± 41)%
of tautomer A, (10.3 ± 2)% of tautomer B and (10.4 ± 4)% of tautomer C. This is slightly dif-
ferent from the results obtained by Jeffrey [51]: 74.5% of tautomer A, 10.0% of tautomer
B and 15.5% of tautomer C. Nevertheless, it is important to precise that several tests have
been carried out on different crystalline lactulose samples coming from different commer-
cial batches. These tests showed that the fraction of tautomer B is always the same (between
9% and 10%) but those of tautomers A and C vary from one batch to another: between 74%
and 79% for tautomer A, and between 10% and 16% for tautomer C.

3.1.2 Trihydrate lactulose

To the best of our knowledge, there is no commercial trihydrate lactulose available. Trihy-
drate lactulose crystals have been produced by Jeffrey et al. [146], from a 70% aqueous solu-
tion of anhydrous lactulose kept at 4 °C for several months. This method has the disadvan-
tage of being long (more than one year is necessary to obtain crystallites).

We will here produce trihydrate lactulose by an innovative method: the co-milling of
anhydrous crystalline lactulose with water. 1.1 g of anhydrous crystalline lactulose were co-
milled with 180 mg of pure water, which typically corresponds to one molecule of lactulose
for three molecules of water. The mixture was co-milled during 50 min, alternating milling
periods (10 min) and break periods (10 min).

3.1.2.a) Characterisation by XRD and DSC experiments

Figure 3.8 shows a XRD pattern of a mixture "crystalline lactulose / water" in the molar ratio
[1:3] which has been co-milled during 50 minutes (blue line). The XRD pattern of the anhy-
drous crystalline lactulose (black line) is also reported for comparison. Both patterns were

1there is an error due to the integration of the peaks area, and an error due to the 3 min spent before the
measurement.
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amorphisation routes

recorded at room temperature.

Figure 3.8 – XRD pattern of a mixture "crystalline lactulose / water" in the molar ratio [1:3] after a
50 minutes co-milling (blue line). The pattern of anhydrous lactulose (black line) is
reported for comparison.

The blue line shows Bragg peaks characteristic of a crystalline state. The pattern is howe-
ver partly different from that of the anhydrous crystal. It shows, in particular, characteristic
Bragg peaks at 10.9°, 11.9°, 13.8°, 15.1°, 16.6° and 25.8° which are not present in the anhy-
drous crystal pattern. Moreover, the Bragg peak at 17.0°, present in the anhydrous crystal
pattern, is absent in that of the co-milled mixture. These differences indicate that structural
changes occurred during the co-milling of the anhydrous crystal with water. The analysis
of the XRD pattern - of the compound obtained after co-milling the anhydrous crystalline
lactulose with three water molecules - made with the FullProf software [153] indicates that it
crystallises in an orthorhombic system, having the following cell parameters:

a = 9.6251(3) Å,b = 12.8096(3) Å,c = 17.7563(4) Å,α = β = γ = 90°

Those cell parameters are identical to the ones obtained by Jeffrey et al. [146] for the tri-
hydrate crystalline lactulose. The compound obtained after co-milling the anhydrous crys-
talline lactulose with water in the ratio [1:3] is thus the trihydrate crystalline lactulose.
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3.1. Crystalline lactulose

DSC curves of trihydrate crystalline lactulose recorded at 5 °C/min in an open pan are
depicted in figure 3.9.

Run 1 corresponds to the first heating run, from 20 °C to 120 °C. It shows one broad endo-
therm which mainly corresponds to the dehydration of the trihydrate crystal. A XRD pattern
recorded at room temperature after the dehydration stage shows small Bragg peaks charac-
teristic of the anhydrous form. This indicates that the dehydration of the trihydrate form
leads, at least partly, to the anhydrous form.

Run 2 corresponds to the re-heating (5 °C/min) of the sample rapidly cooled down to 20
°C at the end of run 1. It shows:

• A specific heat (Cp ) jump at Tg = 88 °C characteristic of a glass transition. It indicates
that an amorphous fraction has been formed during the dehydration stage of lactulose
trihydrate (which occurred during run 1);

• An endotherm corresponding to the melting of the anhydrous crystal. The enthalpy
associated to this melting endotherm is ∆H = 42 J/g. Comparing it to the melting en-
thalpy of the anhydrous crystal (∆Hm = 125.7 J/g), it can be deduced that the fraction
of anhydrous crystal produced during the dehydration stage (i.e. at the end of run 1) is
0.33, while the fraction of amorphous lactulose produced is 0.67.

The formation of a crystal/amorphous phase mixture during the dehydration of a hydrate
has already been observed on trehalose [25]. It has been shown that the relative proportions
of crystal and amorphous phases depend on the dehydration rate. A slow dehydration fa-
vours the formation of the crystalline anhydrous form, while a rapid dehydration promotes
the formation of the amorphous phase. The dehydration of lactulose trihydrate probably
follows the same behaviour. A detailed study of this phenomenon, similar to that carried out
on trehalose dihydrate, is beyond the scope of this work. It would however be an interesting
extension.

3.1.2.b) Tautomeric composition of the trihydrate crystal

Figure 3.10 shows the NMR spectra of the trihydrate crystal (cyan line) and the anhydrous
crystal (black line), both measured at room temperature 3 min after dissolution in DMSO. For
this experiment, trihydrate crystal was obtained by co-milling the anhydrous lactulose with
heavy water (D2O) in order to avoid disturbance of the NMR signal by the H atoms present
in light water (H2O). By XRD, we have checked that this compound has the same structure
than the trihydrate crystal obtained by co-milling the anhydrous lactulose with light water.

On the figure, it can be seen that for the trihydrate crystal, the characteristic peaks of tau-
tomers A, B and C are slightly moved towards large chemical shifts, compared to those of the
anhydrous crystal. This comes from the pH difference between the two solutions (the one
containing the trihydrate lactulose being more basic because of the presence of water).

The tautomeric proportions deduced from the NMR spectra (figure 3.10) are shown in
table 3.2. They indicates that fraction of tautomer A is much higher in the trihydrate lac-
tulose than in the anhydrous sample. This result is in line with the results of Jeffrey et al.
[146], which show that the trihydrate crystal obtained by crystallisation in solution is only
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Figure 3.9 – DSC curves of trihydrate crystalline lactulose (5°C/min)
run 1: heating (up to 120 °C) of the trihydrate lactulose obtained by co-milling.
run 2: Rescan of the trihydrate lactulose after run 1.

composed of tautomer A. The slight differences between the results obtained here and those
obtained by Jeffrey et al. are mainly due to two factors:

- Since the fraction of tautomer A is greater in the trihydrate crystal than in the anhy-
drous one, the systematic conversion of tautomer A toward tautomers B and C during
the first 3 min after dissolution in DMSO is inevitably greater. The fraction of tautomer
A in the trihydrate crystal 3 min after dissolution in DMSO is thus more underestima-
ted than in the anhydrous crystal (from the kinetic of mutarotation A → B/C in DMSO
determined in section 3.1.1.b), the underestimation of tautomer A is expected to be
about 0.6% for a sample with 80% of tautomer A).

- The excess or the lack of water used during the co-milling with anhydrous crystal, to
reach molar proportions [1:3], may modify the global tautomeric composition of the
sample. In particular, it can generate a small amorphous fraction or a small anhydrous
crystal fraction in the co-milled sample, both of which are characterised by a fraction
of tautomer A smaller than 1.

Complementary experiments have shown that the tautomeric composition strongly de-
pends on the dehydration rate. In particular, the proportion of tautomer A is greater as the
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3.2. Amorphous lactulose obtained by quenching the melted lactulose

Figure 3.10 – NMR spectra of trihydrate (blue line) and anhydrous (black line) crystalline forms of
lactulose, recorded at room temperature 3 min after dissolution in DMSO.

Table 3.2 – Tautomeric proportions of trihydrate and anhydrous crystalline forms of lactulose.

Samples % of tautomer A (±4) % of tautomer B (±2) % of tautomer C (±2)
Trihydrate crystal 88.8 2.7 8.5
Anhydrous crystal 79.3 10.3 10.4

dehydration rate is slow. It was however not possible to obtain the anhydrous crystal just
having tautomer A, by dehydration, even at slow rate, of the trihydrate crystal.

3.2 Amorphous lactulose obtained by quenching the melted
lactulose

The physical properties of the amorphous lactulose obtained by quenching the melted lac-
tulose are presented in this section.
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Chapter 3. Presentation of crystalline and amorphous lactulose obtained by different
amorphisation routes

3.2.1 Characterisation by XRD and DSC experiments

Figure 3.11 shows a XRD pattern (green line) of a lactulose sample which has been quenched
from the melt (QFTM). The starting crystal was initially dried (isotherm of 30 min at 50 °C)
before melting. The QFTM sample was obtained by melting at 180 °C (5 °C/min) the an-
hydrous crystal, and subsequently suddenly quenching the melt at room temperature. The
absence of Bragg peaks in this XRD pattern strongly suggests that the material is amorphous,
so that it has been successfully undercooled. This XRD pattern shows a main diffusion halo
centered on the XRD pattern region of the anhydrous crystal (black line) where the Bragg
peaks are the most intense.

Figure 3.11 – XRD pattern of the QFTM lactulose (green line). The XRD pattern of the anhydrous
crystalline lactulose (black line) is also reported for comparison.

DSC curves of lactulose samples recorded between 20 °C and 175 °C are depicted in fi-
gure 3.12.

Run 1 corresponds to the heating (5 °C/min) of the anhydrous crystal. It shows one
endotherm occurring around T = 155 °C. This endotherm corresponds to the dehydration-
melting-degradation endotherm as explained in section 3.1.1.a).
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3.2. Amorphous lactulose obtained by quenching the melted lactulose

Run 2 corresponds to the cooling (5 °C/min) of the melt down to 20 °C. No sign of exother-
mic crystallisation can be detected, which means that the liquid can be easily undercooled
using a moderate cooling rate.

Run 3 corresponds to the re-heating (5 °C/min) of the quenched liquid. It clearly shows
a specific heat jump (∆Cp = 0.64 J/(g.°C)) characteristic of a glass transition at Tg = 94.7 °C.
This Cp jump indicates the vitrification of the lactulose obtained by quenching the liquid.
The value of the glass transition temperature obtained here corresponds to the experimental
value obtained by Miller et al. [48].

Above Tg , no calorimetric accident is observed. In particular, no recrystallisation exo-
therm is detected. This indicates that lactulose is a good glass former.

Figure 3.12 – DSC curves (5 °C/min) of lactulose:
run 1: heating of the anhydrous crystalline form.
run 2: cooling of the melt.
run 3: heating of the undercooled liquid.
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Chapter 3. Presentation of crystalline and amorphous lactulose obtained by different
amorphisation routes

3.2.2 Evidence of water inclusions in the commercial lactulose

The analysis of the results obtained on anhydrous crystalline lactulose by DSC and TGA sho-
wed that:

- the melting temperature range is wide;

- several mass losses occur in the melting temperature range.

A serie of DSC experiments aiming to better understand the different mechanisms that ac-
company the melting of the anhydrous crystalline lactulose are presented here.

Figure 3.13 – Repeated DSC scans (5 °C/min) of a crystalline lactulose sample performed for
increasing final temperatures ranging from 150 °C to 165 °C. The initial sample was
previously dried at 120 °C during 20 min.
run 1: heating from 20 °C to 150 °C.
run 2: heating from 20 °C to 155 °C.
run 3: heating from 20 °C to 160 °C.
run 4: heating from 20 °C to 165 °C

An anhydrous crystalline lactulose sample was first dried at 120 °C during 20 min in order
to remove the free water. The sample was then submitted to several DSC scans (5 °C/min)
performed for increasing final temperatures ranging from 150 °C to 165 °C. These scans are

81

cuello
Sticky Note
Units?



3.2. Amorphous lactulose obtained by quenching the melted lactulose

reported in figure 3.13.

Run 1 corresponds to a heating up to 150 °C. It shows an endotherm starting at 135 °C.

Run 2 corresponds to a heating up to 155 °C. It shows an endotherm starting at 140 °C.
The absence of specific heat (Cp ) jump in the glass transition temperature region means that
no amorphous phase was created during run 1. Thus, the incipient endotherm detected at
the end of run 1 does not correspond to the melting. It probably corresponds to the release
of water inclusions present in the compound. This departure of water is at the origin of the
second mass loss (from 130 °C to 160 °C) previously detected by TGA (see figure 3.2 b)).

Run 3 corresponds to a heating up to 160 °C. It shows an endotherm which starts at 143
°C. This endotherm is preceded by a weak Cp jump, which spreads between 105 °C and 120
°C. This jump is characteristic of a glass transition. It indicates the presence of an amor-
phous fraction which is likely to come from a partial melting of the material during run 2.
This indicates that the melting of the compound starts between 155 °C and 160 °C. However,
the water release can also be partly at the origin of this amorphisation.

Run 4 corresponds to a heating up to 165 °C. It shows a larger Cp jump revealing the pre-
sence of a higher amorphous fraction. This Cp jump is followed by an endotherm which
begins at the same temperature than the one seen in run 3. This well-defined temperature
suggests that this endotherm now corresponds to a pure melting process.

The above results indicate that the endotherm at high temperature is the consequence of
two different mechanisms occurring in neighbouring temperature ranges. The first one is a
release mechanism of water molecules strongly imprisoned in the crystal in the form of in-
clusions. This phenomenon does not create significant amorphous phase as it does not give
signs of glass transition during the following scans. Moreover, removing the remaining water
inclusions requires heating the sample at higher temperatures during the next scan. This
is the reason why the part of the endotherm associated with the water release shifts towards
higher temperatures during the following scans. The second mechanism is the melting itself.
This melting creates a valuable amorphous fraction which is detected during the following
scans by a Cp jump. Since melting takes place at a well-defined temperature, the endotherm
due to the melting does not shift towards higher temperatures.

It should also be noted that the glass transition temperature detected in runs 3 and 4 is
located at Tg = 110 °C. It is therefore 15 °C higher than that of the QFTM lactulose. Further-
more, the associated Cp jump is very wide. These effects are the consequence of the thermal
degradation due to the extended time spent at high temperature in the course of the cycling
experiment. This point will be developed in more details in section 3.3.4.

3.2.3 Tautomeric composition of the QFTM lactulose

Figure 3.14 shows the NMR spectra of QFTM lactulose and anhydrous crystalline lactulose
samples. These spectra were recorded at room temperature, 3 min after dissolution in DMSO.
Analysis of the NMR spectra enables to determine the tautomeric compositions of these dif-
ferent samples. The results obtained are reported in table 3.3.
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Figure 3.14 – NMR spectra of two lactulose samples: QFTM (green line) and anhydrous crystal
(black line). Both spectra were recorded at room temperature 3 min after
dissolution in DMSO.

It is found that the tautomeric compositions of the anhydrous crystal and the QFTM
samples are notably different. In particular the fraction of tautomer A has strongly decrea-
sed to the benefit of tautomers B and C. Moreover, the QFTM spectrum contains some ad-
ditional small peaks which could be signs of degradation. Possible small molecules (mono-
saccharides, etc.) present in the system and resulting from the thermal degradation of the
compound may give rise to such peaks.

Table 3.3 – Tautomeric composition of the QFTM lactulose. The anhydrous crystalline lactulose is
reported for comparison.

Samples % of tautomer A (±4) % of tautomer B (±2) % of tautomer C (±4)
QFTM 48.9 33.6 17.5

Anhydrous crystal 79.3 10.3 10.4
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3.3. Amorphous lactulose obtained by milling the crystal

3.3 Amorphous lactulose obtained by milling the crystal

This section aims to study the effects of milling on the physical state of anhydrous crystalline
lactulose. To this end, anhydrous crystalline lactulose was milled during 8 h using a plane-
tary mill, alternating milling phases (15 min) with pause phases (15 min) in order to avoid
any local heating of the sample induced by the mechanical chocks. The physical state of the
milled material was then analysed by XRD, TGA, DSC and NMR as presented below.

3.3.1 Characterisation by XRD experiments

Figure 3.15 shows the diffraction patterns of anhydrous crystalline lactulose before (black
line) and after 8 h of milling (red line), recorded at room temperature between 5° and 40° in
2θ. The diffraction pattern of the QFTM lactulose (green line) is also shown for comparison.

The diffraction pattern of the anhydrous crystalline lactulose milled 8 h does not show
Bragg peaks. This strongly suggests that it is an amorphous compound. This diffraction
pattern is similar to that of the QFTM lactulose: both of them have a diffusion halo centred
at 18° (2θ).

Figure 3.15 – XRD patterns of crystalline lactulose before (black line) and after 8h of milling (red
line). The XRD pattern of the QFTM lactulose (green line) is also reported for
comparison.
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Chapter 3. Presentation of crystalline and amorphous lactulose obtained by different
amorphisation routes

3.3.2 Tautomeric composition of the MIL lactulose

Figure 3.16 shows NMR spectra of lactulose samples obtained after milling the anhydrous
crystal under two different relative humidity conditions:

- In a first case, the lactulose crystal was milled during 8 h at room temperature and
ambient humidity, and the starting crystalline powder was used as received (red line).

- In a second case, the lactulose crystal was first dried (2 h at 45 °C) and then milled
under very low relative humidity (RH # 0%), at -10 °C (blue line).

In both cases the milled sample has been found amorphous from XRD analysis.
The NMR spectrum of the anhydrous crystal (black line) is also reported for comparison. All
these spectra were recorded at room temperature 3 min after dissolution in DMSO. The tau-
tomeric compositions of the different samples derived from the analysis of the NMR spectra
are reported in table 3.4.

Figure 3.16 – NMR spectra of anhydrous crystalline lactulose: non-milled (black line), milled 8
hours at ambient humidity (red line) and milled 8 hours at very low relative
humidity (blue line). All spectra have been recorded at room temperature 3 min
after dissolution in DMSO.
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3.3. Amorphous lactulose obtained by milling the crystal

Table 3.4 – Tautomeric proportion of crystalline lactulose before and after 8h of milling in two
different conditions.

Samples % of tautomer A
(±4)

% of tautomer B
(±2)

% of tautomer C
(±4)

Milled in ambient
conditions

70.1 14.9 15.0

Milled at RH # 0% 81.7 10.1 8.2
Anhydrous crystal 79.3 10.3 10.4

It is found that the tautomeric proportions in the anhydrous crystal and in the anhydrous
crystal milled 8 h at very low relative humidity are close. This shows that milling changes the
structure of the lactulose (as seen in figure 3.15) without altering its chemical state and in
particular without inducing tautomerisation. On the other hand, the tautomeric proportions
are substantially modified during milling at ambient humidity. This shows that mutarotation
under milling is favoured by the presence of free water caught during milling. Furthermore,
the absence of mutarotation during milling under dry conditions proves that the sample
does not reach the melting temperature during milling, even locally. Indeed, such a melting
would inevitably lead to a strong mutarotation as shown in section 3.2.3 of the QFTM. The
sample does not even reach the glass transition temperature during milling, because, as it
will be seen later, the mutarotation can occur in the MIL lactulose just above Tg . This be-
haviour - no local heating of the sample during milling - is identical to that observed for the
mutarotation of lactose under milling [215].

Moreover, no signs of degradation are visible on the spectra of the milled compounds (no
peaks indicating the presence of possible fragments of molecules in the system). This means
that, contrary to the quenching of the melt, the milling does not degrade the sample.

3.3.3 Characterisation by TGA and DSC experiments: glass transition and
tautomerisation effect

Figure 3.17 shows the TGA and MDSC scans (5 °C/min) of the anhydrous crystalline lactulose
milled during 8 h (MIL lactulose). The sample was dried before milling (isotherm of 30 min
at 50 °C) and after milling (isotherm of 10 min at 55 °C).The milling was performed at room
temperature and ambient humidity.

The TGA curve (figure 3.17 b)) shows a mass loss beginning at about 150 °C and cor-
responding to the thermal degradation of the compound, as already seen on the crystalline
sample (see figure 3.2 b)).

The reversible signal (cyan line in figure 3.17 a)) derived from the MDSC scan (modula-
tion amplitude of 0.663 °C, and a modulation period of 50s) shows two successive specific
heat (Cp ) jumps:

- The first one, located at Tg = 88.6 °C, corresponds to the glass transition of the sample.
This Cp jump shows that the crystal has been amorphised during the 8 hours milling,
and that the amorphous compound obtained is a glass.

- The second jump is an artefact due to an apparent increase in the specific heat of the
material. It usually follows the glass transition of finely divided amorphous material.
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Figure 3.17 – a) DSC curves (reversible and total heat flow) and b) TGA curves of the anhydrous
crystalline lactulose milled 8h (5 °C/min).

This effect is due to an increase in the thermal conductivity of the sample which passes
from a very fine amorphous powder below Tg to a very dense liquid droplet above Tg .
Detailed information on this effect can be found in another thesis [46].

On the total heat flow (black line in figure 3.17 a)), it can be seen:
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3.3. Amorphous lactulose obtained by milling the crystal

- a Cp jump at Tg = 85.7 °C. This glass transition temperature is slightly lower (about 3
°C) than that detected on the reversible signal. This is a known effect, due to the fact
that the two signals probe the sample with different time scales. For the total heat flow,
the time scale is given by the average heating rate (5 °C/min). For the reversible heat
flow, it is given by the modulation period (50 s). The amplitude of the Cp jump is∆Cp =
0.54 J/(g°C). It should be noted that the overlapping of an endotherm and an exotherm
located on either side of the Cp jump complicates the determination of the Cp jump
amplitude.
It should also be noted that the glass transition temperature of the MIL lactulose is
located 8 °C below that of the QFTM lactulose. The higher Tg of the QFTM lactulose is
expected to be due to the degradation that occurs when melting the crystal. This point
will be addressed in more details in the next section.

- a small exotherm located just below the Cp jump. Such an exotherm is characteristic of
annealed hyper-quenched liquids [216]. It is due to the particular enthalpic catch up of
high-energy glasses. It corresponds to a non-reversible phenomenon which does not
therefore appear on the reversible signal. This exotherm will be investigated in more
details in section 3.6.

- an endotherm located at the end of the Cp jump. It is due to the aging of the glass.

- an exotherm just above the glass transition starting after the previous endotherm. Its
amplitude is attenuated by the Cp jump artefact seen in the reversible signal. This
exotherm, not visible on the reversible signal, corresponds to a non-reversible pheno-
menon. However, XRD experiments have shown that the amorphous sample does not
undergo partial recrystallisation in this temperature range upon heating at 5 °C/min.
Figure 3.18 shows the NMR spectra of milled lactulose recorded just after the milling
process and after heating (5 °C/min) to 130 °C. The two spectra are clearly different
which indicates a change in the tautomeric composition of the amorphous material
upon heating at 5 °C/min. The analysis of the NMR spectrum indicates that the tauto-
meric composition changes as follows:
tautomer A: 81.7% → 57.9%
tautomer B : 10.1% → 25.9%
tautomer C : 8.2% → 16.2%
The tautomeric composition at 130 °C is very close to that of the quenched liquid. This
tautomerisation is expected to mainly develop just above the glass transition tempe-
rature as it has already been shown for some other sugars (lactose [215] and glucose
[29]).
DFT calculations were carried out on single molecule of tautomers A, B and C in order
to determine the energy of each of these tautomers. Each of the molecules was initially
geometrically optimised. Thereafter, their total energy has been calculated at 0K, with
the zero of energy taken as being the infinite separation of all electrons and nuclei.
This total energy is thus generally negative, corresponding to a bound state, and can
be taken as the energy of the ground state. The results obtained are:
EC = -3.602011*106 kJ/mol, EB = -3.602003*106 kJ/mol and EA = -3.601965*106 kJ/mol.
Thus, EC < EB < EA. This explains why the tautomeric equilibrium which occurs above
Tg gives an exothermic peak.

- finally, an endotherm follows the exothermic tautomerisation process. This endo-
therm corresponds to the thermal degradation, as seen in figure 3.17 b).
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Figure 3.18 – NMR spectra of milled lactulose recorded just after the milling process and after
heating (5 °C/min) to 130 °C.

It is important to note that the thermogram of the MIL lactulose shows no signs of re-
crystallisation. The amorphous compound obtained by milling is therefore stable upon
heating at 5 °C/min. This stability is quite exceptional, because amorphous compounds
obtained by milling almost always recrystallise during heating at 5 °C/min [27; 45; 120].

3.3.4 Effect of tautomerisation and degradation on the glass transition
temperature

This section aims to study the influence of thermal degradation on the glass transition tem-
perature. To this end, an amorphous lactulose sample obtained by milling was repeatedly
scanned (5 °C/min) by DSC for increasing final temperature. For each new scan, the final
temperature is increased by 10 °C compared to the previous scan. Figure 3.19 b) shows a
schematic illustration of this thermal treatment, and figure 3.19 a) shows the DSC curves ob-
tained for final temperature varying between 125 °C and 185 °C.

The analysis of the thermograms shown in figure 3.19 a) indicates that their evolution
can be split into two stages:

- The first stage corresponds to runs 1 and 2. It shows no evolution of the glass transition
temperature, whose value remains around (85 ± 2) °C.

- The second stage corresponds to the last five thermograms (runs 3 to 7). A conside-
rable shift of the glass transition temperature towards high temperatures is observed.
Indeed, the glass transition temperature increases by 20 °C when the maximum tem-
perature explored by the sample varies from 145 °C to 175 °C. Moreover, this evolution
is accompanied by a strong spreading of the associated Cp jump and a slight decrease
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3.3. Amorphous lactulose obtained by milling the crystal

Figure 3.19 – a) Repeated DSC scans (5 °C/min) of crystalline lactulose milled 8 h. For each run,
the end temperature is increased by 10 °C compared to the previous one. At the end
of each run the sample has been rapidly cooled to 20 °C.
b) Schematic illustration of the thermal treatment used to perform the DSC scan
from run 1 to run 7.

of its amplitude. It is also noted that the end of each scan is marked by the develop-
ment of an endothermic signal. This endothermic signal corresponds to the thermal
degradation of lactulose, as previously presented.

NMR experiments performed just before the run 1, run 2 and run 7 are reported in figure
3.20. The tautomeric compositions of the samples deduced from these spectra are reported
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amorphisation routes

in table 3.5. It appears that the tautomeric composition of the samples change noticeably
between run 1 and run 2 while Tg is almost constant. The tautomerisation occurring upon
heating the amorphous milled lactulose has thus only a little effect on the glass transition of
the material.

Figure 3.20 – NMR spectra amorphous lactulose recorded just before run 1 (blue line), run 2
(green line) and run 7 (red line) of figure 3.19. All spectra have been recorded at
room temperature 3 min after dissolution in DMSO.

Table 3.5 – Tautomeric proportions of amorphous lactulose measured just before run 1, run 2 and
run 7. These results are derived from the NMR spectra presented in figure 3.20.

Samples % of tautomer A (±4) % of tautomer B (±2) % of tautomer C (±4)
Milled (just before run 1) 81.7 10.1 8.2
Milled (just before run 2) 53.1 28.8 18.1
Milled (just before run 7) 54.7 26.3 19.0

On the contrary the tautomeric composition of the samples nearly does not change bet-
ween run 3 and run 7 while Tg strongly increases. This increase must thus not be ascribed
to a change of the tautomeric composition. Therefore, it is clearly the thermal degradation,
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3.4. Amorphous lactulose obtained by spray-drying and freeze-drying

which goes crescendo with the maximum temperature reached by the sample, which is res-
ponsible for the shift of the glass transition temperature seen in runs 3 to 7.

Thermal degradation of lactulose compounds thus appears to have a strong anti-plas-
ticising effect. This anti-plasticising effect explains the high values of the glass transition
temperature determined for the QFTM lactulose (compared to the MIL lactulose), which re-
quires heating the crystalline sample beyond its melting temperature, and then above the
beginning of thermal degradation.

In the previous section, it has been shown that the MIL lactulose does not recrystallise
upon heating, and does not degrade during milling. This gives the opportunity to form a
non-degraded quenched liquid, by heating the MIL lactulose just above Tg (so that it sof-
tens) without reaching the temperature at which degradation starts, and then cooling the
undercooled liquid obtained. It is thus possible to compare the « conventional » quenched
liquid (which has undergone thermal degradation) with a non-degraded quenched liquid.
The compound at the beginning of run2 (figure 3.19 a)) is precisely a non-degraded quen-
ched liquid obtained by softening the MIL lactulose, and then quenching the undercooled
liquid obtained. It has a glass transition temperature equal to that of the MIL lactulose: Tg

= 85 °C. This temperature is noticeably smaller than that of the quenched liquid obtained in
the « conventional » manner: Tg = 94.7 ° C.

Moreover, as shown by NMR results, the MIL lactulose (compound at the beginning of
run 1 in figure 3.19 a)) and the non-degraded quenched liquid (compound at the beginning
of run 2 in figure 3.19 a)) have different tautomeric proportions (see table 3.5). This means
that the small differences in tautomeric composition between these two amorphous ma-
terials do not strongly influence their glass transition temperature. However, as it will be
seen later, larger tautomeric differences may have an influence on the glass transition tem-
perature.

3.4 Amorphous lactulose obtained by spray-drying and freeze-
drying

This section is dedicated to the investigation of physico-chemical properties of lactulose
compounds obtained by spray-drying and freeze-drying. These two preparation methods
have been enforced following the protocols described in chapter 2. The results obtained by
XRD, DSC and NMR are presented below.

3.4.1 Characterisation by XRD

Figure 3.21 shows the XRD patterns of lactulose samples obtained by spray-drying (SD lac-
tulose, pink line) and freeze-drying (FD lactulose, blue line), recorded at room temperature
between 5° and 40° in 2θ. The XRD patterns of the QFTM lactulose (green line) and the MIL
lactulose (red line) are also reported for comparison.

No Bragg peaks can be seen on the XRD patterns of the SD and FD lactulose. This stron-
gly suggests that they are amorphous compounds. These XRD patterns are similar to those
of the QFTM and MIL lactulose: all four have a diffusion halo centred at 18° (2θ) approxima-
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tely. This means that the compounds obtained by the four different techniques have similar
structures. These structures will be more deeply analysed by neutron scattering experiments
in chapter 5.

Figure 3.21 – XRD patterns of the SD (pink line), FD (blue line), QFTM (green line) and MIL
lactulose (red line).

3.4.2 Characterisation by NMR spectroscopy

Figure 3.22 shows NMR spectra of:

- the SD lactulose (pink line)

- the quenched from the “softened spray-dried” lactulose (QFTSSD), obtained after quen-
ching at room temperature the liquid lactulose coming from the softening (heating at
5°C/min up to 150 °C) of the SD lactulose (red line)

- the FD lactulose (blue line)

- the quenched from the “softened freeze-dried” lactulose (QFTSFD), obtained after quen-
ching at room temperature the liquid lactulose coming from the softening (heating at
5 °C/min up to 150 °C) of the FD lactulose (cyan line).
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3.4. Amorphous lactulose obtained by spray-drying and freeze-drying

- the MIL lactulose (black line) added for comparison.

All spectra have been recorded at room temperature 3 min after dissolution in DMSO.

Figure 3.22 – NMR spectra of different amorphous lactulose samples:
SD (pink plot);
QFTSSD (red plot);
FD (blue plot);
QFTSFD (cyan plot);
MIL (black plot).

The tautomeric compositions of the samples, deduced from each of these spectra are
reported in table 3.6. It can be seen that the tautomer B predominates in the amorphous
samples obtained by spray-drying and freeze-drying. This is not the case in the MIL sample,
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where tautomer A predominates. These differences of tautomeric compositions between the
MIL sample on the one hand, and the SD and FD samples on the other hand, are due to the
mutarotation which took place when the crystalline lactulose was in solution (during the
spray-drying and freeze-drying operations).

One can also notice that, after being softened and subsequently quenched (QFTSSD and
QFTSFD), the tautomeric compositions of the SD and FD samples completely change, and
the tautomer A becomes the majority one.

Table 3.6 – Tautomeric proportions of different amorphous samples of lactulose: the SD, the FD,
the QFTSSD, the QFTSFD, and the MIL.

Samples % of tautomer A (±4) % of tautomer B (±4) % of tautomer C (±4)
SD 29.4 61.8 8.8
FD 23.4 68.4 8.2

QFTSSD 50.0 31.9 18.1
QFTSFD 51.2 31.0 17.8

MIL (milled at RH # 0%) 81.7 10.1 8.2

3.4.3 DSC analysis of the SD and FD lactulose

3.4.3.a) Case of the SD sample

Figure 3.23 shows the results of a MDSC experiment performed on SD lactulose. The SD lac-
tulose sample was initially dried during a heating ramp (5 °C/min) from 20 °C to 65 °C. It was
then analysed by MDSC, using an average heating rate of 5 °C/min, a modulation amplitude
of 0.663 °C, and a modulation period of 50 s. The signals corresponding to the total heat flow
(black line) and the reversible heat flow (blue line) are shown in the figure.

The reversible heat flow (blue line) shows two successive specific heat (Cp ) jumps:

- The first one, located at Tg = 98.8 °C corresponds to the glass transition of the SD lac-
tulose. This Cp jump attests that the lactulose has been amorphised by spray-drying,
and that the amorphous sample obtained is a glass.

- The second one, located immediately after the first one spreads from 101 °C to 122
°C. This jump is an artefact frequently observed in amorphous materials with large
specific surface areas (see [46]).

The total heat flow (black line) shows:

- An endotherm centred at 80 °C corresponding to the release of free water remaining in
the sample. TGA experiment on the SD lactulose has confirmed this point. Such free
water in SD amorphous materials is quite usual as spray-drying technique requires to
first dissolve the material in water.

- A Cp jump at Tg = 95.6 °C. This value is nearly 10 °C higher than that of the MIL lactu-
lose. Such a difference is likely to be due to the different tautomeric compositions of
the two amorphous materials reported previously (see table 3.6).
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3.4. Amorphous lactulose obtained by spray-drying and freeze-drying

Figure 3.23 – DSC curves (reversible and total heat flow) of the SD lactulose recorded upon
heating (5 °C/min) from 20 °C to 150 °C.

- An endotherm, located just after the Cp jump. This endotherm results mainly from the
recovery of the enthalpy lost during the aging of the glass which has occurred during
the scan itself and during the initial drying stage. It gives rise to a relaxation endo-
therm. Its amplitude is however much larger than that of the MIL lactulose (see figure
3.17). This is due to the fact that the Tg of the initial spray-dried sample is strongly
depressed by the free water. The annealing stage used for drying the sample is thus
performed at a temperature which is close to the effective Tg of the plasticised mate-
rial. This makes the relaxation faster and deeper.
Before the endotherm is completed, the heat flow increases, because of the artefact
previously mentioned in the reversible signal. This gives rise to a fictive exotherm on
the thermogram, ranging from 105 °C to about 118 °C. The equilibrium line of the li-
quid is then caught-up from 120 °C.

- Above 145 °C, an endotherm which starts to develop. This endotherm corresponds to
thermal degradation. This was also observed in the case of the MIL lactulose.

As previously mentioned, mutarotation is “unblocked”2 in the SD compound just above

2Normally mutarotation is allowed at any temperature. It is just a matter of kinetic. Depending on the mobi-
lity, it will be necessary to spend more or less time for the mutarotation to establish so as to be perceptible.The
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Tg . It therefore evolves from the tautomeric composition of the SD sample (see table 3.6) to
that of the undercooled liquid. But enthalpic signature (expected to be endothermic from
DFT results presented in section 3.3.3) of this tautomerisation is embedded in the enthalpic
events that happen in this temperature range (from Tg to Tg + 25 °C).

The previous sample (SD lactulose heated up to 150 °C) was then quenched at 20 °C and
rescanned at 5 °C/min. In figure 3.24, this rescan (run 2) is compared to the first one.

Figure 3.24 – DSC curves (5 °C/min) of lactulose:
run 1: heating of the SD sample (black line).
run 2: heating of the sample obtained by rapidly cooling down (to 20 °C) the liquid at
the end of run 1 (green line).

Run 2 shows:

- No endotherm associated with the free water release.

- A Cp jump characteristic of the glass transition (Tg = 85.5 °C). This jump is shifted by
10 °C towards low temperatures compared to that seen on run 1, so that it is now iden-
tical to that of the MIL lactulose. The NMR spectrum of the material after the quench
at 20 °C (i.e. just before run 2) is reported in figure 3.22 (named QFTSSD) and the

higher the mobility, the smaller this time will be.
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3.4. Amorphous lactulose obtained by spray-drying and freeze-drying

corresponding tautomeric composition is reported in table 3.6 (named QFTSSD). This
composition strongly differs from that determined just after spray-drying (i.e. just be-
fore run 1). In particular, tautomer A becomes the majority one in the QFTSFD sample,
while tautomer B was the majority one in the initial SD sample. These results indicate
that strong tautomerisation occurred during run 1, which is probably the cause of the
Tg variation. This hypothesis will be numerically tested in section 3.7.

- A small endotherm around 120 °C. This endotherm has also been seen in compounds
exhibiting mutarotation, such as fructose [217–219] and glucose [217]. So far, its origin
is poorly understood. Its explanation is beyond the scope of this thesis.

3.4.3.b) Case of the FD sample

Figure 3.25 shows the results of a MDSC experiment performed on FD lactulose. The FD lac-
tulose sample was initially dried during a heating ramp (5 °C/min) from 20 °C to 60 °C. It was
then analysed by MDSC, using an average heating rate of 5 °C/min, a modulation amplitude
of 0.663 °C, and a modulation period of 50 s. The signals corresponding to the total heat flow
(black line) and the reversible heat flow (blue line) are reported in the figure.

Figure 3.25 – DSC curves (reversible and total heat flow) of the FD lactulose recorded upon
heating (5 °C/min) from 20 °C to 150 °C.
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The reversible heat flow (blue line) shows two successive specific heat (Cp ) jumps:

- The first one, located at Tg = 97.3 ° C corresponds to the glass transition of the FD lac-
tulose. This Cp jump attests that the lactulose has been amorphised by freeze-drying,
and that the amorphous sample obtained is a glass.

- The second one, located immediately after the first one spreads from 104 °C to 122
°C. This jump is an artefact frequently observed in amorphous materials with large
specific surface areas (see [46]).

The total heat flow (black line) shows:

- An endotherm centred at 75 °C corresponding to the release of free water remaining in
the sample. TGA experiment on the FD lactulose has confirmed this point. Such free
water in FD amorphous materials is quite usual as freeze-drying technique requires to
first dissolve the material in water.

- No clear Cp jump.

- A second endotherm just after the previous one. This endotherm results mainly from
the recovery of the enthalpy lost during the aging of the glass which has occurred du-
ring the scan itself and during the initial drying stage. It gives rise to a relaxation endo-
therm. Its amplitude is however much larger than that of the MIL lactulose (see figure
3.17). This is due to the fact that the Tg of the initial freeze-dried sample is strongly
depressed by the free water. The annealing stage used for drying the sample is thus
performed at a temperature which is close to the effective Tg of the plasticised mate-
rial. This makes the relaxation faster and deeper.
Before the endotherm is completed, the heat flow increases, because of the artefact
previously mentioned in the reversible signal. This gives rise to a fictive exotherm on
the thermogram, ranging from 100 °C to about 120 °C. The equilibrium line of the li-
quid is then caught-up from 120 °C.

- Above 143 °C, an endotherm which starts to develop. This endotherm corresponds to
thermal degradation. This was also observed in the case of the MIL lactulose.

The enthalpic events occurring in the temperature region where the glass transition is
expected prevent its clear visualisation. However, based on the glass transition temperature
measured on the reversible heat flow, one can estimate that on the total heat flow, Tg = 94.3
°C. The glass transition temperature of the FD lactulose is then nearly 9°C higher than that
of the MIL lactulose.

As previously mentioned, mutarotation is “unblocked” in the FD compound just above
Tg . It therefore evolves from the tautomeric composition of the FD sample (see table 3.6) to
that of the undercooled liquid. But enthalpic signature (expected to be endothermic from
DFT results presented in section 3.3.3) of this tautomerisation is embedded in the enthalpic
events that happen in this temperature range (from Tg to Tg + 25 °C).

The previous sample (FD lactulose heated up to 150 °C) was then quenched at 20 °C and
rescanned at 5 °C/min. In figure 3.26, this rescan (run 2) is compared to the first one.

Run 2 shows:
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3.4. Amorphous lactulose obtained by spray-drying and freeze-drying

- No endotherm associated with the free water release.

- A Cp jump characteristic of the glass transition (Tg = 85.2 °C). This jump is shifted by
9 °C towards low temperatures compared to that seen on run 1, so that it is now iden-
tical to that of the MIL lactulose. The NMR spectrum of the material after the quench
at 20 °C (i.e. just before run 2) is reported in figure 3.22 (named QFTSFD) and the
corresponding tautomeric composition is reported in table 3.6 (named QFTSFD). This
composition strongly differs from that determined just after freeze-drying (i.e. just be-
fore run 1). In particular, tautomer A becomes the majority one in the QFTSFD sample,
while tautomer B was the majority one in the initial FD sample. These results indicate
that strong tautomerisation occurred during run 1, which is probably the cause of the
Tg variation. This hypothesis will be numerically tested in section 3.7.

- A small endotherm around 120 °C. This endotherm is similar to that observed on the
SD sample, and its explanation is beyond the scope of this thesis.

Figure 3.26 – DSC curves (5 °C/min) of lactulose:
run 1: heating of the FD sample (black line).
run 2: heating of the sample obtained by rapidly cooling down (to 20 °C) the liquid at
the end of run 1 (green line).
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3.5 Physical stability

During this thesis, all laboratory experiments on amorphous lactulose were performed just
after the sample preparation to avoid, as much as possible, any evolution of the material
between its preparation and its analysis. Such a precaution was not applicable for expe-
riments performed on large instruments (ILL, PSI, ISIS). In that case, amorphous samples
were generally prepared a few days before their analysis. It was therefore found necessary to
test the physical stability of these amorphous materials over the time period between their
preparation and their measurement on large instruments. MIL lactulose, SD lactulose and
FD lactulose samples were annealed at room temperature and ambient humidity for several
days in order to test their physical stability with regard to recrystallisation.

Figures 3.27b and 3.27c show XRD patterns of the SD lactulose and FD lactulose samples
respectively, recorded immediately after their preparation (black lines) and after eight months
storage at room temperature and humidity (green lines). It is found that no Bragg peak ap-
pears on the XRD patterns of both the fresh and annealed samples. This indicates that the
samples are amorphous after the spray-drying and freeze-drying processes, and that they
remain in this state at least eight months after their manufacturing. SD lactulose and FD lac-
tulose samples are thus stable with respect to recrystallisation over a period of at least eight
months. They can therefore be analysed safely a few days after their production, without a
risk of being contaminated by even small crystallisation.

Figure 3.27a shows the XRD patterns of the MIL lactulose sample recorded:

- just after its preparation (black line)

- after a four months storage at room temperature and room humidity (green line)

- after a four months storage at room temperature under vacuum (red line).

The XRD pattern of the anhydrous crystal is also reported for comparison (dark cyan line).
Just after milling no Bragg peak can be observed, indicating the amorphous character of the
material. However, a tiny Bragg peak is found on the XRD pattern of the compound annea-
led four months in ambient humidity (green line). This peak is at the position of the most
intense Bragg peak in the diffraction pattern of the anhydrous crystal. It reflects a beginning
of recrystallisation of the MIL lactulose sample. The very low integrated intensity associated
with this peak indicates that this recrystallisation is extremely weak. On the contrary, after
four months of annealing in vacuum conditions, the MIL sample showed absolutely no si-
gns of recrystallisation (red line). Therefore, the MIL lactulose was kept under vacuum until
it was measured on the large scale facilities, in order to avoid recrystallisation problems.
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3.5. Physical stability

(a) XRD patterns of MIL lactulose recorded:
- just after milling (black line)
- after a four months storage at room temperature and room
humidity (green line)
- after a four months storage at room temperature under vacuum
(red line)
The XRD pattern of the anhydrous crystal is also reported (dark
cyan line).

(b) XRD patterns of SD lactulose recorded just after spray-drying
(black line) and after eight months storage at room temperature
and humidity (green line).
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(c) XRD patterns of FD lactulose recorded just after freeze-drying
(black line) and after eight months storage at room temperature
and humidity (green line).

Figure 3.27 – XRD patterns of MIL, SD and FD lactulose. The patterns were recorded just after the
amorphisation processes and also a few months (4 or 8) latter.

3.6 Hyper-quenched character of the MIL lactulose: endo-
therm and exotherm before the glass transition

The results presented in figure 3.17 show an exotherm just before the Cp jump on the DSC
curve of the MIL lactulose. This exotherm is itself preceded by an endotherm of small ampli-
tude. The purpose of this section is to explain the origin of those exotherm and endotherm
preceding the Cp jump characteristic of the glass transition.

The endotherm and the exotherm preceding the Cp jump characteristic of the glass tran-
sition have often been observed on DSC curves of organic [220–223] and inorganic [216; 224]
metallic glasses of high enthalpy, prepared by hyper-quenching a liquid. Recent examples
of such behaviours have also been observed in an organic glass (trehalose) obtained by mil-
ling [225]. In those different systems, the existence of an endotherm (position and intensity)
before the Cp jump is related to an aging effect of the glass initially in a high enthalpy situa-
tion. The presence of this thermodynamic signature on the thermogram of the MIL sample
suggests that it is equivalent to that of a glass obtained by hyper-quench. Annealing experi-
ments on the MIL lactulose sample were therefore performed in order to test this hypothesis.

The isothermal annealing step was carried out:

- At 45 °C (Tg - 40 °C). This temperature was chosen so as to be sure that the annealing
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3.6. Hyper-quenched character of the MIL lactulose : endotherm and exotherm before the glass
transition

takes place below the effective glass transition temperature of the compound (decrea-
sed by the water present in the compound).

- In an open pan, in order to remove a part of the free water present in the compound.

After annealing, the sample pans were closed in order to avoid water re-adsorption at
lower temperatures by the sample. The compounds were then analysed by MDSC upon hea-
ting (5 °C/min) from 20 °C to 160 °C. Figure 3.28 shows total (figure 3.28 c)), reversible (figure
3.28 b)), and non-reversible (figure 3.28 a)) heat flows recorded on three compounds diffe-
ring in their annealing time at 45 °C: 1 h, 2 h and 70 h respectively.

The reversible heat flow (figure 3.28 b)) of the three different samples shows one specific
heat (Cp ) jump at Tg = 80 °C corresponding to the glass transition of the samples. This Cp

jump is 8 °C lower than the Tg of the MIL lactulose previously measured. This is due to the
plasticisation of lactulose by some free water which was not removed during the annealing
stage at 45 °C.

The total heat flow reveals three consecutive enthalpic events: an endotherm, an exo-
therm and a Cp jump at about 77 °C. The Cp jump corresponds to the glass transition of
lactulose and is also found in the reversible signal. The endotherm and the exotherm are
non-reversible phenomena only appearing in the corresponding signal.

It is found that the glass transition temperature does not vary much with the annealing
time. On the other hand, the endotherm below Tg develops and shifts towards high tempe-
ratures when the annealing time increases. The effect is such that, after 70 h of annealing,
the endotherm is partially superimposed on the Cp jump occurring at Tg . The exotherm
however seems to be gradually masked by the development and the shift of the previous en-
dotherm, so that after 70 h of annealing it is no longer visible.

Those results, obtained on an annealed MIL sample, are similar to that of a hyper-quenched
glass having undergone an annealing. Therefore, the milling is an amorphisation process
which leads to high enthalpy glasses similar to those obtained by hyper-quenching a liquid
[216; 224].
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Figure 3.28 – DSC curves of three MIL lactulose samples annealed during 1 h (red line), 2 h (green
line) and 70 h (blue line) at 45 °C.
a) Non reversible heat flow signals.
b) Reversible heat flow signals.
c) Total heat flow signals.
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3.7 Determination of the mobility of tautomers A and B by
MD simulations

A combined analysis of the values of the experimental glass transition temperature of the
different amorphous lactulose compounds and their tautomeric composition suggests that
the proportion of tautomer A and tautomer B in a compound has a strong impact on its glass
transition temperature. It would be ideally necessary to determine the glass transition tem-
perature of a compound just composed of tautomer A, or tautomer B. However, to the best of
our knowledge and unlike to the case of lactose or glucose [29; 44; 143], lactulose amorphous
compounds just made of tautomer A or tautomer B have not yet been produced. Several ex-
periments were performed in this work, such as the dehydration of lactulose trihydrate, in
order to obtain amorphous samples having just one tautomer. None of them gave satisfac-
tory results. The reasons for such failure come from the ease of lactulose to mutarotate [146].

One of the big advantages of numerical simulations is precisely that they can be freed
from such experimental limitations. Molecular mobility of amorphous compounds compo-
sed only of tautomer A, and only of tautomer B has been thus determined by MD simula-
tions.

The glass transition temperature can be determined by MD simulations for example by
plotting the evolution of the volume with respect to the temperature [226]. The intersection
of the low temperature out of equilibrium line and the high temperature equilibrium line
may be used to estimate the glass transition temperature (Tg ). However, the determination
of the glass transition temperature by MD simulations is a tricky calculation, mainly because
of two factors:

- The calculated Tg depends strongly on the potential well in which the energy configu-
ration of the system is trapped. Several calculations would have to be made to better
estimate the uncertainty on the result obtained.

- The calculated Tg obtained is usually much higher than the one obtained from expe-
rimental studies. Differences of the order of 100 K can be found. This behaviour stems
from the extremely high quenching rate used in simulation (K/ps) comparatively to
the experimental one (K/s). Therefore, a correction of the raw Tg value obtained from
MD simulations should be applied, which is far from being obvious [227–229].

Instead of calculating Tg , the molecular mobility of tautomers A and B was studied by
means of their coherent intermediate scattering function S(Q,t). This allows comparing the
collective dynamic of tautomers A and B. The number of intermolecular hydrogen bonds
(HBs) developed by each of the tautomers has been also calculated. The results obtained are
presented below.

Simulation details Two systems each composed of only tautomer A and only tautomer B
were generated by placing 64 molecules in a pseudo crystal. The systems were then melted
at 700 K during 2 ns in NPT (P = 1 atm) to eliminate any orientational or translational order,
and to obtain a liquid. These equilibrated liquids have been later hyper-quenched (from
700 K to 500 K) at 20K/200ps. The obtained boxes were further equilibrated at 500 K, during
3 ns (including 2 ns in NPT (P = 1 atm) followed by 1 ns in NVT) for the box composed of
tautomer A, and 4 ns (including 3 ns in NPT (P = 1 atm) followed by 1 ns in NVT) for the box
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composed of tautomer B. A production run of 5 ns with frames saved every 0.1 ps succeeded
this equilibration step. The MD trajectory generated during this production run has been
used for the calculations presented below.

3.7.1 Neutron coherent intermediate scattering function

Figure 3.29 shows the time evolution of the neutron coherent intermediate scattering func-
tions S(Q,t) calculated in the lactulose boxes having only tautomer A (green line) and only
tautomer B (blue line). Those functions are correlation functions allowing studying collec-
tive dynamics in the system. The functions were calculated at Q = 1.3 Å−1 and Q = 2.0 Å−1.
These two Q points have been chosen because they correspond to the points on the first
diffraction peak where the S(Q) is maximum and minimum respectively (see figure 5.7 in
chapter 5). These points Q are therefore the points where the relaxation time is maximal and
minimal [230; 231].

The S(Q,t) function was calculated using the following formula:

S(Q, t ) =
∑
j 6= j ′

b j b j ′ < exp(i Q(r j (t )− r j ′(0))) > (3.1)

It can be clearly seen in this figure that the curve of the system composed only of tauto-
mer A decreases more rapidly than the one of the system composed only of tautomer B. This
means that the collective dynamics of the system composed only of tautomer A decorelates
much more rapidly than that of the system composed only of tautomer B. This effect is more
marked at low Q (which corresponds to a greater distance in real space). This result indicates
that the molecular mobility of tautomer A is higher than that of tautomer B, and thus TA

g <

TB
g . Therefore, a mixture composed of a higher proportion of tautomer B, as found for the

SD lactulose (% A = 29.4,% B = 61.8) and the FD lactulose (% A = 23.4, % B = 68.4), could be
expected to have a higher Tg than a mixture composed of a higher proportion of tautomer A,
as found for the MIL lactulose (%A= 81.7, %B= 10.1).

3.7.2 Hydrogen bonds (HBs) network

The lactulose molecule (C12H22O11) can form many HBs. As seen in the case of trehalose
(C12H22O11), the dynamic is strongly governed by the HBs [54]. In order to understand the
differences previously seen in the dynamic of the two tautomers, the number of HBs they
form was calculated.

The HBs network of lactulose may be described by the populations of lactulose molecules
that form HBs with their neighbouring lactulose molecules. In the present study, two lactu-
lose molecules are considered to be H-bonded if the oxygen–oxygen distance d(O-O) is less
than 3.4 Å and the O-H. . . O angle larger than 120.0°. This geometric criterion included quite
deformed and weaker HBs. Attempts to compute distribution of HBs with a more stringent
criterion (O-H. . . O angle > 150.0°) including only well-formed and strong HBs, have given
similar (but more noisy) results, and are thus not presented here.

The distribution of HBs between lactulose molecules has been calculated from the same
production runs used for the calculation of S(Q,t).
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3.7. Determination of the mobility of tautomers A and B by MD simulations

Figure 3.29 – Dynamical scattering function S(Q,t)/S(Q,t=0) at T=500 K calculated at two different
Q values using MD trajectories of 5 ns:
a) Calculations performed at Q = 1.3 Å−1.
b) Calculations performed at Q = 2.0 Å−1.

The results obtained are represented in figure 3.30 which shows the distribution of in-
termolecular HBs for a system exclusively composed of either tautomers A (green line) or
tautomers B (blue line). As it can be seen, the distribution is quite broad as a consequence
of thermal disorder and small local rearrangements. Nevertheless, tautomer B develops 6.09
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Figure 3.30 – Distribution of intermolecular HBs of tautomer A (green line) and tautomer B (blue
line).

HBs in average, and tautomer A develops 5.83 HBs in average. Tautomer B thus develops
more intermolecular HBs than tautomer A. This behaviour is well in line with the results ob-
tained with the dynamic correlation functions S(Q,t) (see previous section), for which tauto-
mer B has a molecular mobility smaller than that of tautomer A.

Figure 3.31 – Representation of tautomers A and B. The two tautomers differ in the orientation of
the OH-C-CH2OH group at the end of the 5-C cycle (see atoms encircled in green).

This difference in the number of intermolecular HBs developed by the two tautomers is
due to their different topology (see figure 3.31), the orientation of the OH-C-CH2OH group
being different in the two molecules. DFT calculations carried out on the two tautomers
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3.7. Determination of the mobility of tautomers A and B by MD simulations

made it possible to determine their dipolar moment: µA = 4.36 D, µB = 5.0 D. The tautomer B
is thus more polar than the tautomer A, and therefore develops more HBs than the tautomer
A. Those results are in agreement with molecular mobility obtained from MD simulations.
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Summary

In this chapter, we have studied the physico-chemical properties of crystalline forms (anhy-
drous and trihydrate), and amorphous forms of lactulose. In the latter case, the influence of
the amorphisation method on the properties of the amorphous compound was studied in
detail. The different amorphous compounds are distinguished essentially by their tautome-
ric composition and its impact on the glass transition temperature of the compound.

Crystalline forms
The anhydrous crystalline form (commercial form) is characterised by a monoclinic struc-
ture involving three of the five tautomers of lactulose (see table 3.7). The trihydrate crystal-
line form is characterised by an orthorhombic structure, and tends to be “tautomerically”
pure. These results are in agreement with those previously reported by Jeffrey et al. [146].
The originality of our work lies in the fact that the trihydrate crystalline form has been ob-
tained here by co-milling anhydrous crystalline lactulose with water in the molar ratio [1:3].
This method has the advantage of being much faster than the crystallisation in solution used
by Jeffrey [146], since a few minutes of co-milling are sufficient to form the trihydrate. In ad-
dition, it is quite remarkable that the tautomeric purity of a compound can be improved, in
the solid state, by mechanical milling.

Amorphous forms
We have shown the possibility of amorphising lactulose by four totally independent me-
thods: liquid-quenching, high energy crystal milling, spray-drying and freeze-drying. NMR
analyses revealed that the tautomeric composition of the amorphous compounds obtained
strongly depends on the amorphisation method used. These compositions are summarized
in table 3.7. It appears that:

- The amorphous compound obtained directly in the solid state by mechanical milling
keeps the tautomeric composition of the starting crystal. This indicates that this amor-
phisation method does not lead to tautomerisation. This behaviour corresponds to
that of lactose [215] and glucose [47] studied in previous theses.

- The quenched liquid, on the other hand, has a very different tautomeric composition
from that of the starting crystal. This is due to a strong and inevitable tautomerisation
occurring during the melting.

- Both the spray- dried and freeze-dried compounds have the same tautomeric compo-
sition, which is very different from that of the previous two amorphous compounds.
This composition is in fact very similar to that of lactulose in water solution. This
shows that spray-drying and freeze drying processes do not cause by themselves any
tautomerisation.

These differences in tautomeric composition lead to a large variation in the glass tran-
sition temperature, which ranges from 85.7 °C for the amorphous compound obtained by
milling, to 95.6 °C for the amorphous compound obtained by spray-drying. The fact that
lactulose involves at least three tautomers makes it difficult to establish an unambiguous re-
lationship between the tautomeric concentrations and the Tg of the amorphous compound.
However, the set of experimental results clearly indicates that the tautomers A and B have
respectively plasticiser and anti-plasticiser roles. This has been confirmed by MD simula-
tions. It is linked to the different capabilities of tautomers A and B to form intermolecular

111



3.7. Determination of the mobility of tautomers A and B by MD simulations

HBs due to different conformation of their 5 C cycle.

The quenched liquid, however, shows an additional complexity linked to the thermal de-
gradation that occurs during melting. We have shown that the products of this degradation
have an anti-plasticising effect which interferes with the changes in tautomeric composi-
tion which also accompany the melting. These effects could be demonstrated by comparing
the quenched liquid obtained in a conventional manner by melt-quenching, with equiva-
lent systems, non-degraded, obtained by heating (between Tg and Tm) and then cooling the
safely amorphised compounds obtained by milling, spray-drying and freeze-drying.

The amorphous compounds obtained by milling, spray-drying and freeze-drying have
a tautomeric composition which reflects that of the starting system: the crystal in the case
of milling, and the aqueous solution in the cases of spray-drying and freeze-drying. Conse-
quently, these amorphous compounds undergo strong tautomerisations upon heating, so
as to join the equilibrium tautomeric composition corresponding to that of the quenched
liquid. These tautomeric re-equilibrations have been detected by calorimetry. They occur
systematically and massively just above the glass transition temperature. As in the case of
glucose, this behaviour suggests a strong coupling between the slow relaxations that freeze
at Tg (intermolecular cooperative mechanism) and the tautomerisation mechanism (intra-
molecular mechanism).

Table 3.7 – Summary of the glass transition temperatures (Tg ) and the tautomeric compositions
of the different lactulose compounds: anhydrous crystal, trihydrate crystal, milled
crystal (MIL), quenched from the melt (QFTM), spray-dried (SD), freeze-dried (FD),
quenched from the softened spray-dried (QFTSSD), quenched from the softened
freeze-dried (QFTSFD).

Samples Tg (°C) % of tautomer A (±4) % of tautomer B (±4) % of tautomer C (±4)
Anhydrous crystal - 79.3 10.3 10.4
Trihydrate crystal - 88.8 2.7 8.5

MIL 85.7 81.7 10.1 8.2
QFTM 94.7 48.9 33.6 17.5

SD 95.6 29.4 61.8 8.8
FD 94.3 23.4 68.4 8.2

QFTSSD 85.5 50.0 31.9 18.1
QFTSFD 85.2 51.2 31.0 17.8
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Chapter 4. Structural and thermodynamic evolutions of lactulose under milling

In the previous chapter, we have shown that crystalline lactulose reaches an amorphous
and vitreous state during long-term milling (8 h) at 25 °C. In this new chapter, we will study
in detail how this transformation occurs during the milling itself. This transformation will be
followed by the usual X-Ray Diffraction (XRD) and Differential Scanning Calorimetry (DSC)
techniques. Moreover, the amorphisation kinetic under milling will be determined by an ori-
ginal technique of isothermal calorimetry of dissolution whose principle will be presented
beforehand.

From a practical point of view, the anhydrous crystalline lactulose was milled at high
energy in a planetary mill, for milling times varying from 0 to 8 h. A fresh sample was used
for each milling time. The rotation speed of the jars, maintained constant during the ex-
periment, is 400 rpm. To avoid overheating of the sample during long milling (> 15 min),
pause periods (15 min) were alternated with milling periods (15 min). The characterisation
of milled sample was carried out immediately after the milling operations to avoid, as best
as possible, any evolution of the material which would not be due to the milling itself.

4.1 XRD analysis

Figure 4.1 shows the XRD patterns of anhydrous crystalline lactulose, recorded after different
milling times varying from 0 to 8 h. The XRD pattern of the QFTM is also reported for com-
parison. All patterns were recorded at room temperature.

They show a progressive decrease in the intensity of the Bragg peaks as well as the de-
velopment of an underlying diffusion halo for increasing milling times. This reflects the
development of an amorphous fraction during milling. The evolution is also marked by a
widening of the Bragg peaks. This widening reflects a reduction in the size of the lactulose
crystallites not yet amorphised, as well as the appearance of defects and micro strains. It
can be noted that these evolutions occur rapidly. They are already perceptible after 5 min
of milling, and the Bragg peaks have almost disappeared after 1 h of milling, where only the
diffusion halo remains. After 1 h of milling, the sample is "X-ray amorphous" and no further
evolutions of the XRD patterns can be discerned for longer milling time.
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4.1. XRD analysis

Figure 4.1 – XRD patterns of anhydrous crystalline lactulose recorded after different milling times
ranging from 0 to 8 h. The XRD pattern of the QFTM is reported for comparison. All
patterns were recorded at room temperature.
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Chapter 4. Structural and thermodynamic evolutions of lactulose under milling

4.2 DSC analysis: recrystallisation and glass transition

Figure 4.2 shows DSC curves (total heat flows) of crystalline lactulose recorded after different
milling times ranging from 0 to 8 h. These thermograms were recorded upon heating (5
°C/min) after having dried the sample during 10 min at 60 °C. It can be noted the presence
of three enthalpic events:

- A specific heat (Cp ) jump at Tg = 85.5 ° C. This jump is detectable from 5 min of milling
on the reversible heat flow signal. The amplitude of this jump increases progressively
up to 1 h of milling where it is maximum. This indicates that a total crystal-to-glass
conversion under milling occurs in less than 1 h. Beyond 1 h of milling, the amplitude
of the jump remains unchanged. However, one can see a small exotherm just below
Tg . This exotherm has been attributed in section 3.6 of chapter 3 to the fact that the
milling leads to a vitreous state of high enthalpy similar to that of a hyper-quenched
glass.

- A crystallisation exotherm already detectable after 5 min of milling. XRD experiments
performed after this recrystallisation show that the milled material recrystallises to-
wards the initial anhydrous crystal (see figure 4.3). It can be seen that this recrystalli-
sation occurs around 120 °C during the first 30 min of milling, and then shifts towards
high temperatures. This shift is frequently observed in compounds amorphising under
milling. It is generally attributed to a decrease in the crystalline fraction not yet amor-
phised which can serve as potential nuclei for the recrystallisation of the amorphous
fraction. It is also noted that the shift is accompanied by a reduction of the recrystal-
lisation enthalpy, which even becomes zero after 8 h of milling. This indicates that an
increasing fraction of the amorphous phase generated during milling no longer recrys-
tallises upon heating. However, a fine analysis of the evolution of the recrystallisation
enthalpy is difficult, since the recrystallisation exotherm is more or less superimposed
on the melting endotherm which follows it. This endotherm is described below.

- A melting endotherm which presents a complex evolution with the milling time. After
only 5 min of milling, the melting endotherm is very different from that of the non-
milled sample. In particular, the onset of melting seems to be offset by 10 °C towards
high temperatures compared to that of the non-milled sample, while the temperature
marking the end of the melting is identical in both samples. As a result, the melting
endotherm appears much sharper after 5 min of milling. This effect has already been
noted in section 3.2.2 of chapter 3. It is due to the fact that the commercial crystalline
lactulose contains water inclusions whose release upon heating takes place just before
the melting. The milling of the crystal, even if slight, allows the water previously inclu-
ded in the crystal to release during the prior drying step at 60 °C. There is thus no more
water loss so that the melting endotherm appears sharper.

Between 5 and 30 min of milling, a widening and a shift towards low temperatures of
the melting endotherm are observed. This behaviour is frequently observed in milled com-
pounds. It is generally attributed to both the creation of defects in the crystallites and the
strong crystallite size reduction (“Gibbs Thompson effect” [232; 233]) induced by milling.
Moreover, the melting depression leads to an overlapping of the melting and recrystallisa-
tion peaks which complicates the determination of the enthalpy related to these two events.
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4.2. DSC analysis : recrystallisation and glass transition

Figure 4.2 – Heating DSC curves (5 °C/min) of crystalline lactulose samples recorded after
different milling times ranging from 0 to 8 h.
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Chapter 4. Structural and thermodynamic evolutions of lactulose under milling

Figure 4.3 – XRD patterns recorded at room temperature: anhydrous crystal (black line), and the
anhydrous crystal milled 30 min and subsequently annealed 1 h at 120 °C (blue line).

After 30 min of milling, the previous behaviour inverses and the melting endotherm shifts
towards high temperatures. This indicates that the observed melting now concerns mostly
crystallites coming from the recrystallisation of the amorphous phase obtained under mil-
ling, rather than crystallites not yet amorphised as it was the case at the very beginning of
the milling. The crystallites resulting from the recrystallisation upon heating were not mil-
led, and their melting is therefore not depressed by a size effect (i.e. a Gibbs Thomson effect)
or a high defect concentration. Furthermore, the melting enthalpy decreases and becomes
zero after 8 h of milling. This behaviour is consistent with those of the Cp jump at Tg and
the recrystallisation. It indicates that the lactulose amorphises totally upon milling and that
an increasing part of the amorphised fraction loses its propensity to recrystallise under the
heating conditions used (5 °C/min) when the milling time increases.

Origin of the recrystallisation

The previous results show that the recrystallisation propensity of amorphous lactulose ob-
tained by milling decreases when the remaining crystalline fraction decreases. It disappears
progressively once no more crystallites are detected by XRD. This behaviour can have two
origins:

- either there is residual crystalline fraction (not detected with X-ray for milling time
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4.2. DSC analysis : recrystallisation and glass transition

longer than 1 h, because the fraction becomes too small) acting as nuclei which trigger
the recrystallisation of the amorphous faction during heating. This residual crystalline
fraction decreases as the milling time increases, and becomes zero for more than 8 h
of milling.

- or the structure (local order) of the amorphous phase evolves upon milling and modi-
fies the nucleation and growth rates that drive the recrystallisation.

To better understand the origin of this recrystallisation, we studied the recrystallisation
of an amorphous lactulose sample seeded by lactulose crystallites. This heterogeneous com-
pound was obtained by quenching liquid lactulose at 170 °C, introducing crystal seeds (4.5%)
in the metastable liquid, and quenching the mixture at 20 °C. The thermogram of this sample
recorded upon heating (5 °C/min) is shown in figure 4.4.

Figure 4.4 – Heating DSC curve (5 °C/min) of an amorphous lactulose sample (obtained by
quenching the melt) seeded by 4.5% of crystal.

It shows a Cp jump at Tg = 102.4 °C arising from the glass transition of the QFTM lactu-
lose, and a melting endotherm at 160.8 °C. No exotherm characteristic of a recrystallisation
can be detected. Moreover, the melting enthalpy corresponds exactly to that expected for the
melting of the seeds. The crystallites present in the sample have thus not induced any crys-
tallisation of the amorphous phase. This means that the recrystallisation of lactulose upon
heating, detected after different milling times ranging from 5 min to 4 h, is not due to the
presence of residual crystallites not yet amorphised by milling. It is thus probably due to the
specific nature (structure) of the amorphous lactulose at this stage of the milling process.
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Chapter 4. Structural and thermodynamic evolutions of lactulose under milling

4.3 The dissolution

The previous investigations, by DSC and XRD, do not allow a precise determination of the
amorphisation kinetic of crystalline lactulose under milling, i.e., the evolution of the amor-
phous fraction Xam(t) as a function of the milling time t. Indeed:

• By DSC:

– The evolution of the amplitude of the Cp jump with the milling time is difficult to
estimate. At short milling times, the Cp jump is truncated by the recrystallisation
exotherm of the amorphous fraction. For longer milling times, the endotherm
and exotherm characteristic of high energy glasses also prevent an accurate de-
termination of the amplitude of the Cp jump. Moreover, the “two steps” Cp jump
at Tg characteristic of amorphous powders with large specific surface areas fur-
ther complicates the analysis.

– The evolution of the recrystallisation enthalpy with the milling time does not ei-
ther allow to determine the amorphisation kinetic. On the one hand, there is of-
ten a strong overlapping of the recrystallisation exotherm with the Cp jump and
with the melting endotherm. On the other hand, all the fraction amorphised du-
ring the milling does not systematically recrystallise upon heating at 5 °C/min.
This is particularly obvious for the sample milled 8 h, which does not recrystallise
at all whereas it is completely amorphous (see previous section).

• By XRD:
The XRD patterns recorded after milling were obtained with samples regularly taken
from the milling jar. These different samples do not, of course, have the same particle
size. It is thus impossible to fill them into Lindemann capillaries with the same com-
pactness. This precludes performing a precise quantitative analysis of the amorphous
fraction. In addition, from 1 h of milling, the Bragg peaks become too weak (or even
non-existent) to be analysed.

In view of the inefficiency of the “conventional” characterisation methods (DSC and XRD),
the amorphisation kinetic of crystalline lactulose under milling was determined by dissolu-
tion calorimetry. This technique has the advantage of being quantitative, precise, and do not
require to heat the sample.

In the following, we present the main mechanisms occurring during the dissolution of a
solute into a solvent and the enthalpy changes induced by these mechanisms. We also give
experimental details of isothermal calorimetry experiments we have performed to measure
the dissolution enthalpy of lactulose. The amorphisation kinetic of lactulose upon milling
deduced from the dissolution enthalpy measured for increasing milling times is then finally
presented.

4.3.1 Origin of the dissolution enthalpy

The dissolution of a solute in a solvent implies the breaking and the formation of seve-
ral intermolecular bonds, as sketched in figure 4.5. The bond breakings concern solute-
solute bonds, and solvent-solvent bonds. These breakings require external energies (∆H1

and∆H2) so that they are endothermic. The bond formations concern solvent-solute bonds
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4.3. The dissolution

Figure 4.5 – Schematic representation of the different steps of the dissolution of a crystalline
solute into a liquid solvent.

and are, on the contrary, exothermic processes (∆H3).

It is the competition between endothermic processes of bond breaking, and exothermic
processes of bond formation which yields to the dissolution enthalpy. As sketched in figure
4.6 the dissolution enthalpy can be endothermic or exothermic:

- The dissolution enthalpy is endothermic when the energy required to break solute-
solute and solvent-solvent bonds is higher than the energy required to form the new
solute-solvent bonds (see figure 4.6 a)). This is generally the case for crystalline solids,
since the destruction of the intermolecular bonds responsible of the cohesion of the
crystal is highly endothermic (like a melting).

- On the contrary, the dissolution enthalpy is exothermic when the energy required to
break solute-solute and solvent-solvent bonds is smaller than the energy needs to form
the new solute-solvent bonds (see figure 4.6 b)). This is generally the case for amor-
phous solids for which the energy required to break solute-solute bonds is much smal-
ler than that of corresponding crystals which are much more cohesive. In that case,
the sample is said diluted (and not dissolved).

The different enthalpies presented in figure 4.6 a) and b) are:

- ∆H1: enthalpy related to the breaking of solvent-solvent intermolecular bonds (endo-
thermic process,∆H1 > 0)

- ∆H2: enthalpy related to the breaking of solute-solute intermolecular bonds (endo-
thermic process,∆H2 > 0)

- ∆H3: enthalpy related to the formation of solute-solvent intermolecular bonds (exo-
thermic process,∆H3 < 0)
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Figure 4.6 – a) Diagram illustrating the relative enthalpic contributions of the various molecular
associations and dissociations during the dissolution of a solute into a solvent. The
situation corresponds to the dissolution of a crystalline material presenting a strong
cohesive energy, making the dissolution process globally endothermic (∆Hdi sso > 0).
b) Diagram illustrating the relative enthalpic contributions of the various molecular
associations and dissociations during the dissolution of a solute into a solvent. The
situation corresponds to the dissolution of an amorphous material with low cohesive
energy, making the dissolution process globally exothermic (∆Hdi sso < 0).

- ∆Hdi sso : dissolution enthalpy (∆Hdi sso = ∆H1 + ∆H2 + ∆H3). For a crystalline mate-
rial, the dissolution is most often endothermic (∆Hdi sso > 0). In contrast, the dissolu-
tion of an amorphous material is most often exothermic (∆Hdi sso < 0).

It is worth noting that the dissolution enthalpy includes several other energetic contri-
butions like: the wetting energy, the energy of mutarotation, and, in the case of amorphous
materials, some differences of enthalpic level. However, all these enthalpic contributions
are much smaller than that associated with the dissolution itself (enthalpies of bond brea-
king and bond formation). They have thus been neglected in this work.

The energy required to break solute-solute bonds highly depends on the structural state
of the solute. This energy is high for a crystalline solute, since the breaking of intermolecular
bonds responsible of the cohesion of the crystal is similar to the melting. The dissolution
of a crystal is thus generally an endothermic process and fall within the situation reported
in figure 4.6 a). In contrast, in the case of an amorphous solid, the energy required to break
solute-solute bonds is much smaller. This is due to the fact that molecules in amorphous
solids are in a mess like in liquids, and are thus linked by weak bonds. The dissolution of an
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4.3. The dissolution

amorphous solid is thus generally an exothermic process and fall within the situation repor-
ted in figure 4.6 b).

It is also important to note that the driving force of dissolution of a solute in a solvent
is not only governed by the enthalpy changes taking place during the dissolution. The dis-
solution is in fact governed by the changes in the Gibbs free energy (∆G= ∆H-T∆S) that it
induces. Both enthalpic and entropic effects thus govern the dissolution, and determine for
example the solubility of the solute in the solvent.

4.3.2 Practical realisation of an experiment of isothermal calorimetry of
dissolution

The dissolution enthalpy of milled lactulose samples were measured through isothermal ca-
lorimetry of dissolution experiments performed at 37 °C using the C80 isothermal calorime-
ter of Setaram. A typical experiment takes place in four steps:

4.3.2.a) Preparation of the sample and reference cells

Similarly to DSC experiments, isothermal calorimetry experiments consist in measuring the
heat flow difference between a sample cell and a reference cell.

The sample cell is shown in figure 4.7. It is a cylindrical cell in hasteloy, having a bottom
compartment and a top compartment separated by a removable cap. The solute (powder) is
put into the bottom compartment and the solvent in the top compartment, the cap preven-
ting the mixing of both compounds. 100 mg of solute were always used for the experiment.
Since the water solubility of lactulose is 764 g/L at 30 °C [234], the amount of water (solvent)
used in each experiment is 3.8 mg (so we put five times more water than that required for the
dissolution of the lactulose). This solute/solvent ratio assures a total dissolution of the solute
during the experiment. This point is essential to be sure that the exact dissolution heat has
been measured. Moreover, a large solute/solvent ratio leads to a fast dissolution, and thus a
big dissolution heat flow. This increases the precision of the measurements. Furthermore,
the same solute/solvent ratio was used during all the experiments, to ensure the reproduci-
bility of the results.

The reference cell is identic to the sample cell. The bottom compartment is left empty,
and the top compartment is filled with the same amount of solvent put into the sample cell,
in order to reduce the difference of specific heat between both cells. A small amount of paraf-
fin oil was always put around the cap so as to improve the sealing of bottom compartment.
This oil has been checked to have no effect on the dissolution process.

4.3.2.b) Initialisation of the experiment

Reference and sample cells are then put into the two wells of the calorimeter which has been
initially set at 37 °C. The insertion of those cells in the calorimeter sets at 37 °C creates an
important unbalance of the heat flow difference of the sample cell and the reference cell.
This important unbalance is due to the mass of the two cells (about 100 g for a C80 cell
compared to 15 mg for a DSC pan). It is thus necessary to reach a new equilibrium of the
calorimeter before starting the mixing of the solute and the solvent. In practice, roughly 1 h
is needed to reach this new equilibrium.
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Figure 4.7 – Sketch of the sample cell used during the isothermal calorimetry of dissolution
experiments performed with the C80 setaram calorimeter.

4.3.2.c) Launch of the dissolution

After the equilibration of the calorimeter, the mixing of the solute with the solvent is done
by the rotation of the calorimeter itself. The first rotation removes the cap in the body of
the cell, which allows the solute to mix with the solvent. The motions of the cap during next
rotations allow homogenising the mixture.

4.3.2.d) Measurement of the dissolution enthalpy

When the rotation starts, the dissolution of the solute in the solvent is revealed by an impor-
tant peak on the heat flow signal. This peak can be exothermic or endothermic, depending
on the solute physical state. The dissolution enthalpy is then directly measured by integra-
ting the heat flow peak. This integration requires adequately define the base line. For that
purpose, it is important to note that:

- The heat flow suddenly increases when the dissolution starts, and then decreases more
slowly to reach a level below that of the initial one. This change of level reflects the
difference of specific heat between the initial binary system (solute + solvent) and the
final binary and homogeneous mixture obtained after dissolution.

- The release of heat due the dissolution takes roughly 1 h. This is not compatible with
the dissolution kinetic of sugars in water given in the literature. For example, Miller et
al. [48] have measured a dissolution (in water) time of 30 sec for the case of crystalline
trehalose. This value is much smaller than the time noted for C80 (1 h). This difference
is due to two factors:
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4.3. The dissolution

i) C80 uses a « Calvet » technology for heat detection [235; 236]. The heat absorbed
or emitted by the sample is detected by a network of 38 thermocouples surroun-
ding the sample cell.

ii) The mass of the empty cell (100 g) is very big compared to that used in DSC (15
mg). Hence, the emission of the heat due to the dissolution takes a long time to
go through the walls of the cell and to reach the network of thermocouples. There
is thus a long delay between the heat flow generated by the dissolution and the
heat flow detected by the C80 captors. The C80 calorimeter does not thus allow
obtaining the dissolution kinetic.

All the previous information indicates that the mixture of the solute and the solvent
creates a difference of Cp , and that difference is already effective just 1 min after the begin-
ning of the dissolution. We can then reasonably consider that the Cp of the sample during
the heat release (1 h) is constant and equal to the Cp of the final homogeneous mixture. The
base line chosen to integrate the dissolution peak has thus been obtained by horizontal ex-
trapolation of the heat flow recovered after the end of the dissolution peak.

4.3.3 Determination of the amorphisation kinetic of lactulose upon mil-
ling, by isothermal calorimetry of dissolution

4.3.3.a) Calibration curve

The determination of the amorphous fraction Xam in a milled sample of lactulose from its
dissolution enthalpy ∆Hdi ssol requires to establish a calibration curve, i.e. an univocal rela-
tion ∆Hdi ssol = f(Xam) between ∆Hdi ssol and Xam . To do so, dissolution enthalpies of phy-
sical mixtures of crystalline lactulose and QFTM lactulose were measured. Five different
concentrations of amorphous fraction (Xam) were chosen: Xam = 0.0, 0.25, 0.50, 0.75, and 1.0.

Figures 4.8 a) b) and c) show thermograms of lactulose samples recorded during their
isothermal dissolution in water at 37 °C.

Figure 4.8 a) corresponds to totally amorphous lactulose (Xam = 1.0). It shows a broad,
but well defined, exothermic peak as expected for amorphous materials. The peak integra-
tion leads to a dissolution enthalpy close to ∆Hdi ssol = 57.35 J/g. This value is compatible
with that determined by Miller et al [48] at 25 °C (74 J/g). Indeed, Jasra [237] shows that the
exothermic contribution of the dissolution decreases when increasing the temperature.

Figure 4.8 b) corresponds to crystalline lactulose (Xam = 0.0). It shows a quite sharp en-
dotherm overlapping a broader exotherm. The resulting dissolution enthalpy determined
by integration of the heat flow signal is∆Hdi ssol = -2.17 J/g, in agreement with the value ob-
tained by Miller et al. [48] at 25 °C (-7.11 J/g). This value is close to zero which means that
the energy required to destroy the crystal lattice and that required to disperse the lactulose
molecules in water, have the same order of magnitude. Moreover, the crystal destruction
obviously precedes the molecular dispersion in water. The slight time shift between the two
processes and their equivalent energy (while opposite) make possible the unusual detection
of the two processes during the dissolution experiment.

Figure 4.8 c) corresponds to physical mixtures of crystalline and amorphous lactulose.
Three amorphous fractions have been investigated: Xam = 0.25, Xam = 0.50 and Xam = 0.75.
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a) Thermogram recorded during the isothermal dissolution at 37 °C of the
QFTM lactulose.
b) Thermogram recorded during the isothermal dissolution at 37 °C of
crystalline lactulose.

Each thermogram shows a large exotherm whose amplitude increases for increasing amor-
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4.3. The dissolution

c) Thermograms recorded during the isothermal dissolution at 37 °C of three
physical mixtures of amorphous and crystalline lactulose. The amorphous
fractions are Xam = 0.25 (black line), 0.5 (green line) and 0.75 (blue line).

Figure 4.8 – Isothermal dissolution thermograms.

phous fraction. It can be noted that the thermogram of the mixture containing 25% of QFTM
has, in addition, a weak and narrow endotherm at the very beginning of the dissolution pro-
cess. This endotherm has the same origin as that observed during the dissolution of the
pure crystal (see figure 4.8 b)). It corresponds to the destruction of the lattice of the crys-
talline fraction which slightly precedes the dispersion of the molecules in the solvent. The
endotherm is, however, much weaker here because, on the one hand the crystalline frac-
tion is smaller, and on the other hand the amorphous fraction gives rise to a larger exotherm
which partially hides the endotherm. This effect is stronger when the amorphous fraction in
the physical mixture increases so that the initial endotherm is no longer observed for Xam =
0.5 and Xam = 0.75. The dissolution enthalpies of the three physical mixtures were determi-
ned by integrating the dissolution peaks. The values obtained are given in table 4.1, and the
evolution of the dissolution enthalpy as a function of the amorphous fraction is represented
in figure 4.9. This evolution is clearly linear, which indicates that there is a proportionality
between the amorphous fraction in the mixture and the dissolution enthalpy of the mixture.
This evolution has been adjusted by a linear law:

∆Hdi ssol = αXam +β (4.1)

The best fit was obtained for α = 58.79 J/g and β = -2.20 J/g. This equation will be la-
ter used to estimate the amorphous fraction present in milled crystalline lactulose samples,
from their dissolution enthalpy.
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Figure 4.9 – Evolution of the dissolution enthalpy with respect to the amorphous fraction.

Table 4.1 – Dissolution enthalpy of different physical mixtures of QFTM and crystalline lactulose.
A negative value corresponds to an endothermic process.

Xam Dissolution enthalpy in J/g
0 -2.17

0.25 12.73
0.5 27.39

0.75 40.67
1.0 57.35

4.3.3.b) Amorphisation kinetic of lactulose upon milling derived from isothermal calo-
rimetry of dissolution.

Figure 4.10 shows the thermograms recorded during the isothermal dissolution at 37 °C
of crystalline lactulose samples having undergone milling operations of a duration varying
from 3 min to 2 h. All the thermograms show an exotherm. This exotherm develops up to
1 h of milling and then becomes stationary for the higher milling times. This amplification
of the exotherm reflects the presence of an increasing amorphous fraction during milling. It
can also be noted that the thermogram recorded after 3 min of milling has a tiny endotherm
at the very beginning of dissolution. This endotherm is similar to that already observed for
the pure crystal and the physical mixture containing 25% of amorphous lactulose (see figure
4.8). It is due to the dissolution of the crystalline fraction which slightly precedes that of the
amorphous fraction.

The dissolution enthalpies of the crystalline lactulose milled samples were determined
by integrating the dissolution peaks and reported in table 4.2. Fractions amorphised by mil-
ling (Xam) were then estimated using the calibration curve (see figure 4.9 and Eq. 4.1). These
amorphous fractions are shown in table 4.2 and their evolution with the milling time is illus-
trated in figure 4.11. This evolution corresponds to a monotonous increase of the amorphous
fraction. The experimental points could be correctly fitted by a simple exponential relaxation
law of the type:
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Figure 4.10 – Thermograms recorded during the isothermal dissolution at 37 °C of crystalline
lactulose samples having undergone milling operations of a duration varying
between 3 min and 2 h.

Xam = 1−exp(− t

τ
) (4.2)

The best fit was obtained for a relaxation time τ = 11 min. This time is considerably shor-
ter than the relaxation time usually observed in molecular materials for identical milling
conditions. For example: chlorhexidine [238], glucose [27], lactose [215] or dexamethazone
[to be published] have relaxation times of about 1 h for identical milling conditions. Lactu-
lose therefore appears to be a material that amorphises particularly rapidly upon milling.
This point is consistent with the fact that the energy required to destroy the crystal lattice
upon dissolution is quite weak.
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Figure 4.11 – Amorphisation kinetic of crystalline lactulose under milling. The green line
represents the best fit of the evolution using an exponential law.

Table 4.2 – Dissolution enthalpy and amorphous fraction of initially crystalline lactulose samples
determined after milling times varying from 0 to 2 h. The dissolution enthalpy of the
QFTM lactulose is added for comparison.

Milling time (min) Dissolution enthalpy in J/g Xam

0 -2.17 0.00
3 6.44 0.14
5 18.73 0.35

10 34.53 0.61
15 45.06 0.79
30 48.28 0.94
60 57.93 1.00

120 57.93 1.00
QFTM 57.35 1.00
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4.3. The dissolution

Summary

In this chapter, we have studied the structural and thermodynamic evolutions of a lactulose
powder, initially crystalline, towards an amorphous and vitreous state during a mechanical
milling operation.

The structural evolutions followed by XRD revealed a total disappearance of the Bragg
peaks after only one hour of milling, suggesting a rapid and total amorphisation of the ma-
terial. On the other hand, the analyses carried out by DSC revealed a strong evolution of the
thermograms after one hour of milling. In particular, there is a complete disappearance of
the recrystallisation exotherm indicating that the amorphous material obtained during the
first milling hour progressively loses its propensity to recrystallise. After 8 h of milling, the
sample no longer shows any sign of recrystallisation upon heating (at 5 °C/min). This beha-
viour is quite exceptional. Up to now, only trehalose has shown similar behaviour for milling
operations of very long durations (100 h). The gradual disappearance of the recrystallisation
may be due either to a gradual disappearance of residual crystal nuclei, which usually favour
recrystallisation, or to a modification of the nature of the amorphous sample. However, see-
ding experiments on the QFTM (which does not recrystallise upon heating) have shown that
the presence of crystallites does not induce its recrystallisation upon heating (at 5 °C/min).
Therefore, the recrystallisation of the amorphous lactulose does not seem to depend very
much on the presence of pre-existing crystal nuclei. Consequently, the disappearance of the
recrystallisation abilities of lactulose during milling must be attributed to a change in the
nature of the obtained amorphous sample. This could be for example an evolution of the
associated local order characterising the amorphised material.

Conventional XRD and DSC techniques have proved ineffective in accurately determi-
ning the amorphisation kinetic (Xam(t)) under milling. For XRD, the problem is essentially
due to the evolution of the granulometry during milling which prevents a reproducible filling
of the Lindeman capillaries. For DSC, the problem arises from the important overlapping of
the main enthalpic events (glass transition, recrystallisation and melting) as well as the pro-
gressive loss of recrystallisation of the amorphised fractions. We have been able to overcome
these difficulties by carrying out original experiments of dissolution calorimetry, and by es-
tablishing a relation between the dissolution enthalpy of a sample and its amorphous rate.
The obtained kinetic corresponds to a simple exponential relaxation with a relaxation time
of 11 min. This characteristic time is much shorter than that measured for other materials
(typically 1 h) with identical milling conditions. Lactulose thus appears as a material which
amorphises easily and quickly under milling.
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Chapter 5

Neutron diffraction and spectroscopy
results

“Neutrons tell us where atoms are and
how they move”

Clifford G. Shull
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Chapter 5. Neutron diffraction and spectroscopy results

This chapter is mainly dedicated to neutron scattering results complemented with mole-
cular dynamics and ab-initio simulations. Neutron scattering theory and concepts are preli-
minary given. The aim of the first section is thus to take the reader into the basic principles
of neutron scattering, including the main formulas that have been explicitly and implicitly
used for the completion of the experimental part of the chapter. In the second and third
sections, neutron diffraction and neutron spectroscopy results are presented, respectively.
Specific details about the neutron data treatment are given in annex B. It is important to re-
mind that samples were prepared as explained in chapter 2. As seen in chapter 3, the quen-
ched from the melt sample has undergone a thermal degradation, while the spray-dried and
freeze-dried samples have undergone important tautomeric changes.

5.1 Neutron scattering

James Chadwick discovered the neutron in 1932. Fourteen years later, E.O. Wollan and C.G.
Shull established the basic principles of neutron diffraction technique using the Graphite
Reactor at the Oak Ridge National Laboratory, in USA. Some years later, thanks to the first
three-axis spectrometers built at Chalk-River (Canada) in 1955, B.N. Brockhouse laid the
foundations of neutron scattering spectroscopy as we know it today.

5.1.1 Generalities on the neutron

The neutron is a subatomic particle with zero charge, mass m = 1.0087 atomic mass units,
spin 1/2, and magnetic moment, urn= - 1.9132 nuclear magnetons. These four properties
combine to make the neutron a highly effective probe of condensed matter.

There are several ways to produce neutrons. In neutron scattering facilities, neutrons are
usually produced by two different procedures:

- By fission: In fission reaction, a thermal neutron is absorbed by a 235U nucleus. The
nucleus becomes highly excited and splits into fission fragments (medium-heavy ele-
ments) and 2 to 5 fast neutrons. On the average, each reaction gives 2.5 neutrons,
of which some are needed to keep the chain reaction going. This method is used
at nuclear reactor sources such as the Institut Laue-Langevin (Grenoble, France) for
example.

- By spallation: It is a process where high-energy particles (typically 1 GeV) such as pro-
tons chop a heavy metal target. These collisions eject protons, pions, muons, neu-
trinos, and neutrons from the target. This method is used at ISIS (Oxford, UK) for
instance.

Both methods lead to very hot neutrons, of about 1 MeV. With such very hot neutrons, in-
teraction of neutrons with matter will lead to excitations of the internal nuclei levels and core
electronic states of atoms in the compound under study. Such situation has to be avoided
when studying excitations in condensed matter. To be useful for neutron scattering studies
of condensed matter, neutrons have to be moderated into thermal neutrons, with energy of
few meV and wavelength of few Å. To do so, neutrons are slowed down in a moderator, where
they are brought into thermal equilibrium through inelastic collisions with light atoms such
as H, D or Be.
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5.1. Neutron scattering

Because of its very small dimension, neutron displays wave-particle duality. Whether to
treat it as a particle or a wave depends on the observed phenomenon. Its wavelength fits
perfectly interatomic distances in the matter. This insures that interference between waves
(after interaction with the sample) is observable. For this reason, neutrons are well suited to
investigate structure in condensed matter at an atomic level. Its energy, in the range 1 meV
to 1 eV, matches elementary excitations energies in the condensed matter (phonon, molecu-
lar vibrations . . . ). For this reason, neutron is a particle of first interest to study excitations
in condensed matter. Figure 5.1 shows the different timescales accessible by several neutron
spectroscopy techniques.

Figure 5.1 – Spatial (r[Å]= 2π/Q[Å−1]) and time (t[ps]=0.658/~ω[meV]) scales associated to main
physical phenomena potentially observable by inelastic neutron scattering (INS).
Regions of space (Q,ω) accessible by the main family of instruments (spin-echo,
backscattering, time of flight, filter techniques) are specified.

In a scattering experiment, the momentum and energy conservation are expressed by the
equations: {

Q = k - k’
~ω = E−E′ (5.1)

Where Q is the scattering vector, k and k’ are the initial and final wave vectors of the
neutron, ~ω is the energy exchange with the sample, E and E’ are the initial and final energies
of the neutron.
By using the de Broglie relation 1, the energy of a neutron can be expressed as:

1a particle having a mass and velocity can be expressed as a wave function whose momentum, k, can be
expressed as

∣∣p∣∣ = h
λ = ~ |k|
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E =
h2

2mλ2
=
~2k2

2m
=

mv2

2
(5.2)

Where m is the mass of the neutron, λ its wavelength.
After some developments, from Eqs. 5.1, the following kinematical law is obtained:

~2Q2

2m
= 2E−~ω−2

√
E(E−~ω)cos2θ (5.3)

Each neutron spectrometer covers a specific kinematical range. It can be determined
using Eq. 5.3. This range depends both on the incident energy of the neutron, and also on
the 2θ angles covered by the instrument detectors.

5.1.2 Why to use neutrons?

A high-flux reactor has about φ= 1.5*1021 thermal neutrons per m2.s. Their density, with an
average speed of v=2200 m/s is n =φ/v = 6.8*1017 neutrons per m3. To get the same density
of air, you have to pump to 10−7 mbar, which corresponds to a high vacuum. This means
that neutrons are really scarce. They should always be used to supplement what you al-
ready know from others techniques (X-ray, IR . . . ), or to get new information that any other
technique cannot give. Neutrons should always be used intelligently. Some characteristics
making neutrons an unique tool for research in condensed matter are listed below:

- Neutrons interact with nuclei. The scattering length (it is the radius of the fictive vo-
lume around the nucleus in which nucleus is sensitive to the presence of neutrons) is
thus not atomic number dependent. For this reason, neutron scattering is sensitive to
the presence of light elements such as hydrogen. Moreover, adjacent elements in the
periodic table are usually easily distinguished.

- The zero charge means that its interactions with matter are confined to the short-
ranged nuclear and magnetic interactions. This means that the interaction probability
is small, so the neutron can usually penetrate into the bulk of a sample of condensed
matter, without destructing the sample. Inelastic neutron scattering (INS) results are
thus naturally weighted to the measurement of bulk properties.

- The mass of the neutron is small (1 amu). When scattered, the neutron transfers mo-
mentum to the atom and INS measurements are not limited to observation at the
Brillouin zone centre, as are photon techniques (like Raman spectroscopy). It is thus
easy to measure dispersion curves. Moreover, in contrast to IR or Raman spectrosco-
pies, all vibrations are active in INS and, in principle, measurable.

- The measured INS intensities are directly related to the atomic displacements of the
scattering atom, which can often be obtained from simple classical dynamics. Any
difficulties arising from the electro-optic parameters are avoided. Indeed the band
positions and intensities of most molecular systems can be accurately calculated using
modern ab initio simulations. INS spectra are thus accurately modelled.

It must however be pointed out that neutron scattering is a low flux technique, which is
one of its most important limiting factors. As a consequence, the amount of sample required
for neutron investigations is much larger than the other scattering techniques, and neutron
scattering experiments are much longer than other scattering experiments. As commonly
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stated, it is the complementarity of the different techniques (IR, Raman, X-Ray, NMR, neu-
trons . . . ) what allows retrieving a coherent and meaningful picture of the sample studied.

5.1.3 Basics of neutron scattering

In this section we provide the basics of neutron scattering useful for understanding neutron
results presented in this chapter. The whole theory has been extensively developed elsew-
here, and interested readers can read general textbooks of condensed matter physics and
neutron scattering [76; 239–241]. This section has been mainly written with the help of the
Squires book [239].

The principle of a scattering technique consists in measuring how a flux of known cha-
racteristics is changed when passing through the sample under investigation. This flux can
be anything that displays interference properties (X-ray, neutrons, electrons . . . ).

In the case of neutron scattering for example, the incident neutron can be transmitted if
it does not come close enough to the nuclei to interact with them, or interact with the nuclei
if it does. This interaction can be classified in two categories:

- Absorption: the incident neutron may be absorbed by the nuclei of the sample, leading
to a reaction in which the excited nucleus undergoes fission, or expels an α-particle, a
proton, or most likely a γ radiation.

- Scattering: the incident neutron may be scattered by the nuclei of the sample, and
changes both its direction and energy. It is the main event when neutrons interact
with nuclei.

The intensity measured at the detectors is thus the summation of the transmitted inten-
sity (due to neutrons that have not been scattered by the sample) and the scattered intensity.
It is the observable when doing a neutron scattering experiment. The scattered intensity
I(2θ,ω) represents the number of neutrons scattered by the sample with an energy exchange
~ω at the scattering angle 2θ. It can be expressed as:

I(2θ,ω) = Cφ0
d 2σ

dΩdE′ (2θ,ω)ε(k ′) (5.4)

Where Cφ0 represents the flux of incident neutrons, ε(k ′) the efficiency of the detection

device and
d 2σ

dΩdE′ the double differential scattering cross section.

5.1.3.a) Scattering cross section

In a scattering process, what is measured is the number of neutrons with an initial wave
vector k and energy E, that are scattered by a target into a solid angle dΩ with a final wave
vector k’ and energy E’. Figure 5.2 summarises the scattering process using polar coordinates.

The scattering geometry in figure 5.2 assumes that the detector is very far from the target.
The double differential cross section is defined as:

d 2σ

dΩdE′ =
number of neutrons scattered per second into a small solid angle
dΩ in the direction (θ,φ) with final energy between E’ and E’+dE’,
divided by the incoming intensity.

(5.5)
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Figure 5.2 – Geometry for scattering experiment.

d 2σ

dΩdE′ has its unit in area divided by energy.

When the energy change is not analysed, the double differential scattering cross section
is integrated with respect to the energy change dω, and one can define the differential scat-
tering cross section as:

dσ

dΩ
=

∫ ∞

0

(
d 2σ

dΩdE′

)
dE′ (5.6)

=
number of neutrons scattered per second into a small solid angle
dΩ in the direction (θ,φ), divided by the incoming intensity.

dσ

dΩ
has its unit in area.

When neither the energy change nor the direction of scattering is analysed, one can de-
fine the total scattering cross section as:

σtot =
∫

all directions

(
dσ

dΩ

)
dΩ (5.7)

=
total number of neutrons scattered per second, divided by the
incident intensity.

Consider the differential scattering cross section

(
dσ

dΩ

)
λ→λ′

representing the sum of all

processes in which the state of the scattering system changes from λ to λ′, and the state of
the neutron changes from k to k’. It can be expressed as:
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(
dσ

dΩ

)
λ→λ′

=
1

φ

1

dΩ

∑
k’ i n dΩ

Wk,λ→k’,λ′ (5.8)

Where Wk,λ→k’,λ′ is the number of transitions per second from the state k, λ to the state
k’, λ’, and φ the flux of incident neutrons.

Since the wavelength of the neutron is of the order of 105 times bigger than the nuclear
interaction range (fm), one can assume the nucleus to be a point-like scatterer. Therefore,
when scattering from a single, fixed nucleus, the neutron experiences a point-like potential

V(r), and thus the scattered wave is spherical, expressed as Ψ(r) = -
b

r
e i kr . The transition from

an initial state k, λ to a final state k’, λ’ (final sample state is fixed) will only occur for the
values |k’| lying in the small solid angle. Within this scenario, Fermi golden rule ( this rule
is derived in quantum mechanics books, as [242] in chapter 18) can be used to evaluate the
expression on the right-hand side of Eq. 5.9:

∑
k’ i n dΩ

Wk,λ→k’,λ′ =
2π

~
ρk’

∣∣〈k’λ′ |V(r )|kλ〉∣∣2 (5.9)

In this expression, ρk’ is the density of final states in dΩ, and V(r) is called the Fermi
pseudo-potential.

The expression on the right-hand side of Eq. 5.9 can be solved using the Born Approxi-
mation, based on the first order perturbation theory. This approximation can be used in the
basis of two assumptions:

- the incident and scattered waves are considered plane waves

- the interaction between the neutron and nucleus is weak, given by the Fermi pseudo-
potential.

Within the Born Approximation, the double differential scattering cross-section can be ex-
pressed as follows:(

d 2σ

dΩdE′

)
λ→λ′

=
k ′

k

( m

2π~2

)2 ∣∣〈k’λ′ |V(r )|kλ〉∣∣2
δ

(
Eλ−Eλ′ +E−E′) (5.10)

V(r) is a short-range attractive/repulsive potential between a fixed nucleus and a neutron:

V(r ) =
∑

j
b jδ

(
r −R j

)
(5.11)

Where R j is the position vector of each nucleus, r is the position vector of the neutron,
and b j is the scattering length of each nucleus.
The variable b is called scattering length. It is (θ,φ) independent, and for the majority of the
elements b is also neutron energy independent. It is a complex quantity whose imaginary
part is related to the absorption.

The final double differential cross-section for nuclear scattering can be obtained by ap-
plying the following steps (see Squires [239]): inserting Eq. 5.11 into 5.10, expressing the
δ-function as a time integral by introducing the Heisenberg time-dependent operators, sum-
ming over all final states λ’ for a fixed initial state λ and finally averaging over all λ 2:

2In Eq. 5.12, R j is a time-dependent Heisenberg operator.
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d 2σ

dΩdE′ =
k ′

k

1

2π~
∑
j j ′

b j b j ′

∫ ∞

−∞
〈exp

{−i Q.R j ′ (0)
}

exp
{
i Q.R j (t )

}〉exp(−iωt )d t (5.12)

This finally leads to one of the most important expressions of the double differential scat-
tering cross section, related to the dynamical structure factor S(Q,ω):

d 2σ

dΩdE′ = N
k ′

k

σtot

4π
S(Q,ω) (5.13)

S(Q,ω) is the total dynamical structure factor, and contains the complete information of
the sample state. The goal of any scattering experiment is to measure it.

5.1.3.b) Coherent and incoherent scattering cross sections

Notions of coherence and incoherence are the building blocks in neutron scattering theory.
When the neutron is scattered by the nucleus, its energy and/or the trajectory can be influen-
ced. The neutron-nucleus interaction is characterised by a scattering length b [239; 243],
which varies from one chemical species to another, but also from one isotope to another
within the same species. This interaction depends on the total spin state J = I + S of the
neutron-nucleus system, with I the nucleus spin and S that of the neutron. For a given
isotope i, the average value of the scattering length over all the spin states bi is called the
coherent scattering length. In general, the coherent part of the scattering approximates an
ideal system where all isotopes i are in the same average spin state. The deviation of the ac-
tual system from this ideal one gives origin to the incoherent scattering. The scattering cross
section measured can therefore be separated in to two terms, the coherent and incoherent
scattering cross-sections:

(
d 2σ

dΩdE′

)
coh

=
σcoh

4π

k ′

k

1

2π~
∑
j j ′

∫ ∞

−∞
〈exp

{−i Q.R j ′ (0)
}

exp
{
i Q.R j (t )

}〉exp(−iωt )d t (5.14)

=
σcoh

4π

k ′

k
Scoh (Q,ω)

(
d 2σ

dΩdE′

)
i nc

=
σi nc

4π

k ′

k

1

2π~
∑

j

∫ ∞

−∞
〈exp

{−i Q.R j (0)
}

exp
{
i Q.R j (t )

}〉exp(−iωt )d t (5.15)

=
σi nc

4π

k ′

k
Si nc (Q,ω)

Where Scoh(Q,ω) and Si nc (Q,ω) are the coherent and incoherent dynamical structure
factors, respectively. The coherent and incoherent cross sections are defined byσcoh = 4π(b)2

and σi nc = 4π{b2 − (b
2
)}.

Those expressions of the coherent and incoherent double differential scattering cross
sections allow us understanding that the coherent scattering is qualitatively very different
from the incoherent scattering. The coherent scattering describes correlation between the
positions of the same nucleus at different times, and the correlation between the positions
of different nuclei at different times. For this reason, from the coherent signal, information
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such as the collective dynamics of nuclei, the structure, can be retrieved. On the other side,
the incoherent scattering describes correlation between the positions of the same nucleus at
different times. For this reason, the incoherent signal gives dynamics of individual particles
(diffusive motions, internal dynamics, and molecular vibrations). No information about the
structure can be retrieved from the incoherent scattering.

Coherent and incoherent scattering cross sections can both be separated into an elastic
and inelastic part.

5.1.3.c) Elastic and inelastic scattering cross sections

The expressions of the coherent and incoherent structure factors for elastic and inelastic
scattering have been developed elsewhere, and interested readers are referred to textbooks
of neutron scattering [239; 240].

Elastic When there is no energy transfer between the neutron and the sample, the scat-
tering is elastic. For such situation, ω= 0, and the only relevant variable to consider is the
scattering vector Q between the neutron wave and the sample.

• The elastic coherent scattering provides information on the atomic structure. For
the case of an harmonic non-Bravais crystal (non-Bravais crystal means crystal ha-
ving more than one atom per unit cell), Bragg peaks are obtained for directions of the
scattering vector Q corresponding to the vectors of the reciprocal lattice.

• The elastic incoherent scattering appears in the intensity measured on a diffractome-
ter as a background. The only dependence of this cross section on the scattering vector
Q is in the Debye-Waller (DW) factor. At low temperature or low |Q|, the DW factor is
close to unity.

Inelastic By contrast to the elastic scattering, when the neutron gains or loses energy while
interacting with the sample, the scattering is inelastic. Inelastic scattering intensities are well
measured on spectrometers. They can be measured as a function of « coherent » Q (case of
low energy transfer range, for spectrometers covering an enough large Q-range) or no (case
of high energy transfer range).The resulting inelastic spectrum S(Q,ω) allows retrieving the
generalised density of states GDOS(ω) of the sample under study.

The incoherent scattering is inclusive, and all vibrational modes are a priori present in
the cross section. In contrast, the coherent scattering is selective, and a specific mode will
only contribute to the cross section for specific lattice vectors [244]. For this reason, the
incoherent scattering is generally employed to obtain a good estimation of the density of
states.

5.2 Neutron diffraction: experiments and results

As previously mentioned, the scattering cross section can be separated into coherent and
incoherent scattering cross sections, where only the coherent scattering gives the structural
information of the sample.
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dσ

dΩ
=

(
dσ

dΩ

)
coh

+
(

dσ

dΩ

)
i nc

(5.16)

The incoherent scattering in a diffraction experiment thus acts as a background, and
should be as small as possible. This condition is satisfied for systems just having coherent
scatterers such as C, or O. But in the case of strongly hydrogenated samples such as ours (lac-
tulose, C12H22O11), a huge incoherent scattering intensity is present in the measured signal.
This incoherent scattering intensity comes from H atoms whose incoherent cross-section
is huge (σi nc = 80.27(6) barns), compared to the coherent cross-section σcoh = 1.7523(10)
barns [243]). This incoherent scattering signal may reach over 90% of the measured signal
as seen in the case of light water H2O [245; 246], and prevents to well visualise the structural
information (i.e. the coherent scattering) of interest. Deuteration is usually used in order to
reduce the incoherent scattering intensity, since D has a smaller incoherent scattering length
compared to H (σi nc (D) = 2.05(10), σcoh(D) = 5.592(6)). But we did not deuterate our system,
mainly because it can very easily degrade or mutarotate (see chapter 3). As a consequence,
deuteration process could change system properties.

For isotopic 1H hydrogen, the incoherent scattering is only due to the nuclear spins di-
sorder (« spin-incoherent »). As it has been shown by Moon et al. [247], this scattering of
the neutrons partially (2/3) reverses their polarisation ("spin-flip", SF), while coherent and
isotope incoherent scattering do not ("non-spin-flip", NSF). As a result, the coherent and
incoherent scattering cross sections are linear combinations of the spin-flip and non-spin-
flip scattering cross sections. In the case of elastic one-scattering events, they are given as
follows:

Icoh(Q)+ Ii sotope_i nc (Q) = INSF(Q)− 1

2
ISF(Q) (5.17)

Ispi n_i nc (Q) =
3

2
ISF(Q) (5.18)

Using polarised neutrons with polarisation analysis, one can then work around the “high-
background problem” and experimentally separate the coherent and incoherent cross sec-
tions from two independent measurements of the spin flip and non-spin flip scattering in-
tensities. Recently, this method has been developed on D3 diffractometer [248] and success-
fully applied to mixtures of light and heavy water [249]. It was thus used in this thesis to get
rid of the huge incoherent scattering signal, and the samples were thus not deuterated be-
fore the measurements.

The incoherent scattering due to isotopic disorder in Eq. 5.17 can be easily removed by a
simple fitting procedure [72; 250].

The different amorphous samples have been measured on two different neutron diffrac-
tometers at ILL: D3 and D7. The results obtained are presented below.

5.2.1 Diffraction on D3 diffractometer: short range order

5.2.1.a) D3 instrument

D3 is a two-axis neutron polarised diffractometer (see figure 5.3) initially designed for ma-
gnetic structure analysis. It has been recently upgraded for the structure determination of
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hydrogenous liquids and glasses, by separating coherent and spin-incoherent scattering.

The neutron beam on D3 comes from the hot beam H4 tube at the ILL, and covers wa-
velength from 0.4 Å to 0.84 Å. A Heusler polarising monochromator, Cu2MnAl, single crys-
tal, supplied D3 with a polarised monochromatic beam. Guide fields along the beam path
ensure the preservation of the neutron polarisation. A monitor put just before the sample
serves to normalise the measured intensities. The neutron polarisation is flipped before the
sample using a nutator. Helmholtz coils surround the sample in order to be in a zero magne-
tic field environment. The 3He spin filter situated just before the single 3He detector absorbs
all the non-polarised up neutrons, and only up polarised neutrons are detected. The detec-
tor is scanned over a total angular range of 4° to 120°, with typical data acquisition times of
1-2 min/angular step, both polarisation channels being measured at each step.

It is worth mentioning that since the 3He polarisation in the spin filter decays over time,
typically losing about 5-10% per day, the analysing power has to be monitored. For this pur-
pose, a silicon single crystal is glued to the top of the sample cell and regularly driven into
the beam via a motorised vertical translation. The polarisation of the beam is measured by
comparing the SF and NSF intensities of a Si Bragg peak [248].

Figure 5.3 – Layout of the D3 diffractometer, modified for the study of hydrogenous liquids and
glasses. The scattered neutrons are collected by one detector, which is gradually
moved during the experiment in order to cover the different scattering angles. The
I(2θ) spectrum is thus measured, and can be further treated to obtain the F(q)
scattering function of the sample (see annex B).

5.2.1.b) Experimental details

To investigate the short-range order of the glassy samples, diffraction patterns were measu-
red with a wavelength of λ = 0.52 Å, which yielded to a covered Q-range from 0.8 to 21 Å−1.
During the experiment, samples were filled into an annular cylindrical vanadium cell, with
1 mm thick annular space. These cells have been chosen to scale down multiple scattering.
The measured transmission was between 80% and 85%. For the experiment, five lactulose
samples have been measured:
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- The anhydrous lactulose crystal

- The quenched from the melted lactulose (QFTM)

- The milled lactulose (MIL)

- The spray-dried lactulose (SD)

- The freeze-dried lactulose (FD)

The QFTM and FD samples were slightly crushed into fine powder, to have the same
granulometry than other samples. This approach also ensured that the samples in the beam
were of uniform geometry. Each sample was measured at 300 K. Roughly 48 h were needed
to collect each diffraction pattern. The data treatment is presented in annex B.

5.2.1.c) Results and discussion

D3 results Figure 5.4 a) shows the static structure factors of amorphous lactulose samples:
MIL (red line), QFTM (green line), FD (blue line), SD (pink line). The results do not reveal
any remarkable difference of the structure factors S(Q) of the different amorphous samples
within the experimental errors. Although the amorphous compounds have different tauto-
meric compositions (see chapter 3, table 3.7), they have identical static structure factors.

The static structure factor of the anhydrous crystal is represented in figure 5.4 b). It re-
sembles very much to that of the amorphous samples, except below 6 Å−1 where two peaks
are clearly visible at 2.53 Å−1 and 3.80 Å−1. These peaks are due to the long range order exis-
ting in the crystal.

It is worth mentioning that the first peak in all those patterns is not very well defined
below 1 Å−1. Indeed, on D3, the incident beam comes at low angles and creates an impor-
tant background, whose subtraction decreases the reliability of the result obtained in this
Q-region. Fortunately, this Q-region has been better measured on D7, and will be presented
later (see section 5.2.2.c)).

Static structure factors from MD simulations Three lactulose boxes composed of only
tautomer A, tautomer B or tautomer C were generated by placing 216 molecules in a pseudo
crystal. The boxes were then melted at 700 K during 3 ns in NPT (P = 1 atm) to eliminate any
orientational or translational order, and to obtain a liquid. These equilibrated liquids have
been subsequently hyper-quenched (from 700 K to 300 K) at 20K/200ps. The obtained boxes
were further equilibrated at 300 K, during 5 ns (including 4 ns in NPT (P = 1 atm) followed by
1 ns in NVT) for boxes made of tautomers A and C, and during 7 ns (including 6 ns in NPT (P
= 1 atm) followed by 1 ns in NVT) for the box composed of tautomer B. The effective density
in the equilibrated boxes was equal to 1.45 g/cm3 for tautomers A and C, and 1.46 g/cm3 for
tautomer B. Those densities are almost equal to 94%3 of the density of the crystal, for which
there is a good agreement between numerical and experimental values (ρexp = 1.53 g/cm3,
ρsi mul = 1.54 g/cm3). A MD trajectory of 200 ps with frames saved every 50 fs has been ge-
nerated from each of those equilibrated boxes. The static structure factor of each tautomer
was then obtained using those MD trajectories, by calculating S(Q) every 0.05 Å−1 thanks to
the following equation:

3Experimental measurements on sucrose [251] gave a similar ratio.
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Figure 5.4 – Static structure factors of lactulose samples. Each sample was measured at room
temperature on D3, and the measured intensity has been treated to obtain the static
structure factors (see annex B). D3 data are not reliable below 1 Å−1 (see text for
details).
a) The amorphous lactulose patterns are represented: MIL (red line), QFTM (green
line), FD (blue line), SD (pink line)
b) The anhydrous crystal pattern (black line) is represented. All the samples are
represented in the inset, in the Q-range 1.8 Å−1 to 4.3 Å−1.
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Figure 5.5 – Static structure factors of lactulose tautomer A (red line), tautomer B (green line) and
tautomer C (blue line) calculated using Eq. 5.19. The experimental static structure
factor of one of the amorphous samples, arbitrary FD sample (black triangles down),
is also added for a comparison between numerical and experimental results. The
numerical static structure factors are represented in the inset, between Q = 0.3 Å−1

and Q = 6.5 Å−1.

S(Q) =
∑
j 6= j ′

b j b j ′ exp(i Q(r j − r j ′)) (5.19)

The results obtained are represented in figure 5.5, and zoomed between Q=0.3 Å−1 and
Q=6.5 Å−1 in the inset: tautomer A (red line), tautomer B (green line) and tautomer C (blue
line). The experimental static structure factor of an amorphous sample (black triangles
down) is also added for a comparison between numerical and experimental results. Since
S(Q) of amorphous samples are similar, we have arbitrary chosen the FD sample.

In the figure, one can notice that:

- Apart from some small differences in height and position of the peaks below 12 Å−1,
there is a fairly good agreement between experimental and numerical results, showing
realism of MD simulations.

- The static structure factors of the three different tautomers are almost perfectly iden-
tical above 6 Å−1, and only slight differences are found below. In particular, there are
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some differences in the height and position of the first and second diffraction peaks.
Their values have been reported in table 5.1, and show that:

i) The first peak is at the same position for tautomer A and B, but at a slightly dif-
ferent position for tautomer C. This difference is probably due to the differences
in topology between tautomer C (2 cycles of 6 C) on the one hand and tautomers
A and B (1 cycle of 6 C and one of 5 C) on the other hand. Tautomer C molecule
is longer than tautomers A and B molecules, and its first sharp diffraction peak
(FSDP) is thus at a lower Q. There is also a small difference between the height of
the first peak of tautomer B and that of the other tautomers.

ii) The second peak is at the same position for tautomer A and B, but at a slightly
different position for tautomer C. It is also a direct consequence of the intramole-
cular differences between the tautomer C on the one hand and tautomers A and
B on the other hand.

Table 5.1 – Position and height of the first and second diffraction peaks of the different tautomers.
Position and height were determined diectly from the data without fitting procedure.

1st peak
position (Å)

1st peak height
(a. u.)

2nd peak
position (Å)

2nd peak height
(a. u.)

Tautomer A 1.30 1.68 5.58 1.50
Tautomer B 1.30 1.65 5.57 1.48
Tautomer C 1.22 1.51 5.44 1.49

Discussion The diffraction patterns measured on D3 allows probing a large Q-range where
two main regions are distinguishable: a low Q-region (below 4 Å−1) corresponding mainly
to intermolecular correlations and a high Q-region (above 4 Å−1) corresponding mainly to
intramolecular correlations:

- In the low Q-region, because of the complexity of the molecule, it is difficult to separate
inter and intramolecular correlations. Taking into account the size of the lactulose mo-
lecule (about 10 Å), pure intermolecular contributions are only expected below Q = 2π

r
= 0.6 Å−1. However, as seen on the crystal diffraction pattern, intermolecular correla-
tions are majority below 4 Å−1. There are no differences between amorphous samples
in this Q-region. In particular, their FSDP (around 1.3 Å−1) looks similar. This peak has
been better measured on D7 (higher resolution), and the results will be presented later.

- In the high Q-range, intramolecular correlations are in majority. The peaks in this Q-
range are identical in the four amorphous samples within the experimental errors.
This means that the eventual modifications in the structure of the molecule itself
due to the preparation method are very little to be detectable on D3. The numerical
results obtained (see figure 5.5) show that the small differences in molecular structure
of tautomers A and B do not lead to differences (above 4 Å−1) on the obtained S(Q). It
would therefore be necessary to have more important structural differences to observe
differences on the measured S(Q).
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5.2.2 Diffraction on D7 diffractometer: medium range order

5.2.2.a) D7 instrument

D7 is a neutron polarised diffuse scattering diffractometer (see figure 5.6) designed to study
nuclear and magnetic short range ordered materials [252].

The neutron beam on D7 comes from the H15 cold neutron guide. A vertically and hori-
zontally focusing pyrolytic graphite monochromator selects neutrons of wavelengths of 3.1,
4.8 or 5.8 Å. The beam is polarised using a focusing, m = 2.8 Co/Ti Scharpf bender-type su-
permirror polariser. A magnetic guide field of around 10–20 G exists everywhere within D7 to
ensure that the neutron beam polarisation is efficiently transported through the instrument.
The neutron polarisation is manipulated using a Mezei-type flipper, followed by a set of or-
thogonal xyz field coils situated around the sample position. These coils rotate the incoming
beam polarisation in each of the x, y and z directions alternately. The scattered neutrons are
analysed by m = 2.8 Co/Ti supermirrors over a 132° angular range. The complete instrument
contains over 260 m2 of supermirror.

Figure 5.6 – Layout of the diffuse scattering diffractometer D7. The different detectors collect the
scattered neutrons. The I(2θ) spectrum is thus measured, and can be further treated
to obtain the S(Q) scattering function of the sample (see annex B).

5.2.2.b) Experimental details

An incident wavelength of 4.8 Å was used during the experiment. Samples were filled in flat
aluminum cells, with 1 mm thickness, in order to scale down multiple scattering. The mea-
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sured transmission was between 80% and 85%. For the experiment, five lactulose samples
have been measured:

- The anhydrous lactulose crystal

- The quenched from the melted lactulose (QFTM)

- The milled lactulose (MIL)

- The spray-dried lactulose (SD)

- The freeze-dried lactulose (FD)

The QFTM and FD samples were slightly crushed into fine powder, to have the same
granulometry than other samples. This approach also ensured that the samples in the beam
were of uniform geometry. Each sample was measured at 300 K. Roughly 2 h were needed to
collect each diffraction pattern. The data treatment is presented in annex B.

5.2.2.c) Results and discussions

D7 results Figure 5.7 represents the static structure factors of amorphous and crystalline
lactulose samples. The patterns of the MIL (red line), QFTM (green line), FD (blue line), SD
(pink line) and anhydrous crystal (black line) lactulose are represented. These patterns have
a better resolution than that measured on D3, but are only defined below Q = 2.5 Å−1. In
figure a), all patterns are superimposed, and in figure b), they are shifted for a better visuali-
sation of each of their specificities. The black line in plots of figure 5.7 b) corresponds to the
data smoothed with Savitzky-Golay filter, using a third degree polynomial.

As expected, the first sharp diffraction peak (FSDP) of amorphous samples is broader
than peaks in the crystal pattern. Below 1.0 Å−1, the pattern of the FD sample is lower than
that of the other amorphous samples. This could be an effective density effect. Since the FD
sample has higher porosity than the other ones as usually reported [253], it has an effective
density much smaller than them.

We have tried to fit the FSDP of all amorphous samples with several functions (Gaussian,
Lorentzian, Voigt, pseudo-Voigt), but none of them gave satisfactory results. Therefore, the
parameters of those FSDP were directly estimated from the data. In table 5.2, QFSDP (peak
position) corresponds to the Q coordinate of the maximum intensity of the FSDP, AFSDP (peak
height) corresponds to the maximum intensity of the FSDP and ∆FSDP (peak width) corres-
ponds to the full width at 60% of the maximum intensity of the FSDP.

From both figure 5.7 and table 5.2, one can notice that:

- The FSDP of the FD sample is broad. It has no bump below 1 Å−1.

- The FSDP of the SD sample is almost as broad as that of the FD sample. In addition, it
seems to have two bumps at 0.74 Å−1 and 0.92 Å−1.

- The FSDP of the QFTM sample is sharper than that of the SD and FD samples. In
addition, it seems to have one bump at 0.76 Å−1.

- The MIL sample has:
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Figure 5.7 – Static structure factors of amorphous and crystalline lactulose samples. Each sample
was measured at room temperature on D7, and the measured intensity has been
treated to obtain the static structure factors (see annex B). The patterns of the MIL
(red line), QFTM (green line), FD (blue line), SD (pink line) and anhydrous crystal
(black line) lactulose are represented. In figure a), all patterns are superimposed, and
in figure b), they are shifted in order to better visualise each of their specificities.

i) the broadest and highest FSDP.

ii) three bumps at 0.73 Å−1, 0.90 Å−1, 2.40 Å−1, and a shoulder at 1.44 Å−1. They are
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at Q positions close to Bragg peaks in the crystal pattern. Therefore, it is clearly
the most ordered amorphous sample.

It can also be noted that all S(Q) have a “hollow” around 1.93 Å−1. This is an artefact, due
to the fact that the efficiency of the analysers decreases when the incident neutrons become
hotter [252].

It is important to remind here that all the amorphous compounds were measured less
than 72 h after their preparation, and were kept under vacuum before being measured. DSC
and X-ray experiments (laboratory in Lille) done before and after the experiment on D7 sho-
wed no evolution of the samples.

In order to understand the differences that the MIL sample shows with respect to the
other amorphous samples, we have carried out several analyses whose results are presented
below.

Table 5.2 – Position, height and width of the FSDP of the different amorphous samples.

Samples QFSDP (peak
positon, in Å−1)

AFSDP (peak height,
a. u.)

∆FSDP (peak width,
in Å−1)

MIL 1.30 1.42 0.57
QFTM 1.30 1.37 0.46

FD 1.30 1.38 0.50
SD 1.30 1.39 0.51

Is there any crystalline fraction present in the MIL sample? Investigation by fast DSC A
“fast DSC” experiment was performed on the MIL compound in order to get an idea of the
crystalline fraction existing in this compound. The advantage of doing fast DSC is that the
endotherms and exotherms present in the signal are amplified. Therefore, even very small
fractions of crystal melting at Tm would be detectable.

Figure 5.8 shows the thermograms of the MIL lactulose (black line), and a physical mix-
ture containing 97.3% of MIL lactulose and 2.7% of crystalline lactulose (blue line). These
thermograms were recorded during heating at 200 °C/min after calorimeter calibration at
this rate. Such a high heating rate was used to tentatively reveal a tiny crystalline fraction in
the MIL sample.

The two thermograms show a Cp jump at Tg = 110 °C characteristic of a glassy state,
which ends by a weak relaxation endotherm. They also have a small endotherm at higher
temperatures. Concerning the physical mixture, this endotherm is around 170 °C. and the
associated enthalpy is 4.59 J/g. This endotherm therefore roughly corresponds to the melting
of the 2.7% of crystal contained in the physical mixture. In the case of the MIL sample, the
endotherm is hardly perceptible, and occurs about ten degrees lower. It could correspond to
the melting of the residual crystallites depressed because of the small size of these crystallites
(Gibbs Thomsom effect [232; 233]). The enthalpy associated with this endotherm (∆H = 0.39
J/g) indicates the presence of a residual crystalline fraction of about 0.4% in the MIL sample.
Such a fraction is probably too small to be detectable by X-ray or neutron diffraction.
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Figure 5.8 – Fast heating DSC scans (200 °C/min) of MIL lactulose (black line) and a physical
mixture made of 97.3% of MIL lactulose and 2.7% of crystalline lactulose (blue line).

Region of the diffraction pattern the most impacted by the hydrogen bonds (HBs) net-
work: investigation by MD simulations. The goal of this section is to determine which
Q-region of the diffraction pattern is more influenced by the HBs network present in the sys-
tem. To this end, the total and OH-OH partial (OH is an O atom bonded to a H atom) static
structure factors have been calculated in a crystalline box. We have chosen to calculate the
OH-OH partial static structure factor since it is the one characteristic of the HBs (the HBs
in our samples are mainly O-H. . . O bonds). Moreover, the calculations were performed in a
crystalline box because it has more HBs than an amorphous box, and so effects of the HBs
on the static structure factor will be better revealed.

One monocrystalline box containing 648 lactulose molecules has been generated and
equilibrated at 300 K during 10 ns, including 8 ns in NPT (P = 1 atm) followed by 2 ns in
NVT. A MD trajectory of 200 ps with frames saved every 50 fs, has been generated from this
equilibrated box. The total and partial static structure factors were then calculated using
this MD trajectory. The results obtained are represented in figure 5.9: total (black line) and
OH-OH (red line) static structure factors.

Below 1 Å−1, the ratio of the peak height between the partial and the total static structure
factors are (only the three main peaks are considered): 47.2% for the peak at 0.65 Å−1, 47.5%
for the peak at 0.86 Å−1 and 63.8% for the peak at 0.97 Å−1. Therefore, the peaks below 1
Å−1 in experimental diffraction patterns mainly reflect the presence of HBs network in the
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measured sample.

Figure 5.9 – Total (black line) and OH-OH (red line) static structure factors calculated on lactulose
molecules. The calculations were performed on an equilibrated MD trajectory of 200
ps.

Milled (MIL) and anhydrous crystal: neutrons vs X-ray Figure 5.10 represents the X-ray (
a) ) and neutron ( b) ) diffraction patterns of the MIL and anhydrous crystalline lactulose.

Both X-ray and neutron diffraction patterns of the MIL sample are roughly similar. The
FSDP is centred at Q=1.35 Å−1 in X-ray diffraction pattern, and Q=1.30 Å−1 in neutron dif-
fraction pattern. However, unlike the neutron diffraction pattern, no bump is visible below
1.0 Å−1 from the X-ray diffraction pattern of the MIL sample. Moreover, the ratio between the
height of the peak at 0.92 Å−1 and the main one at 1.45 Å−1 present in the diffraction pattern
of the crystal is 0.32 for neutron, and 0.25 for X-ray. This means that correlations are more
revealed with neutron than X-ray. This is of course due to the fact that the correlations invol-
ving H atoms are revealed with neutrons, which is not the case with X-ray. It could explain
why there are bumps on the neutron diffraction pattern of the MIL sample, but not on the
X-ray one.

Discussion At the medium range [0.5 Å−1 - 2.5 Å−1], the FD sample appears to be the most
disordered amorphous sample. The molecular organisation in this sample may be similar
to that in the QFTM sample, but this organisation is more spatially extended in the QFTM

154



Chapter 5. Neutron diffraction and spectroscopy results

sample (this is why the QFTM sample has the sharpest FSDP). The FSDP widths of the FD
and SD samples are close. However, since the FSDP of the SD sample shows in addition two
bumps below 1.0 Å−1, it may not be true to conclude that FD and SD samples have similar
order. The SD sample may well be considered as a mixture of locally ordered structures sur-
rounded by real amorphous phase, the addition of their patterns resulting in a broad FSDP
having some bumps (below 1.0 Å−1) due to the locally ordered structures.

At the opposite, the MIL sample is the most ordered amorphous sample. The signature
of H-bonds molecular association in this sample is the presence of two bumps at scattering
vectors Q = 0.74 Å−1 and Q = 0.90 Å−1 in its diffraction pattern. Those molecular associa-
tions also exist in the crystal, on a larger range, and are identified by the Bragg peaks seen
at similar Q values in the crystal pattern. Furthermore, the pattern of the MIL sample is the
broadest one. Therefore, one may suggest that it is a superposition of a “fully” amorphous
sample pattern, and a local order structure pattern. This local order structure is very similar
to a crystallite. One can then see the MIL sample as a mixture of local order structures sur-
rounded by fully amorphous phases.

It should be mentioned that we have also performed PDF calculations of the different
samples on S(Q) functions obtained after combining the results from D7 and D3. The resul-
ting PDFs did not provide any new information, and will therefore not be presented.
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Figure 5.10 – MIL lactulose (red line) and crystalline lactulose (black line) diffraction patterns
recorded at room temperature.
a) X-ray diffraction patterns.
b) Neutron diffraction patterns.
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5.3 Neutron spectroscopy: instruments and results

Disaccharides have been already measured by INS experiments. Magazu et al. [254] have
measured the Boson peak (on IRIS and OSIRIS spectrometers at ISIS, UK) of different treha-
lose/glycerol mixtures at different glycerol concentrations, in order to get information about
the bio-protective effect of glycerol on amorphous trehalose. One year later, they measured
(on TOSCA spectrometer at ISIS, UK) the high energy vibrational spectra of the same mix-
tures [255]. This recent work allows getting specific information about the changes induced
by the glycerol on the trehalose H-bonds network. From both experiments, it emerges that
the bio-protective effect of glycerol on trehalose is higher at 2.5% content of glycerol. INS
spectra of trehalose dihydrate [256], lactose [257], and sucrose [257] have also already been
measured.

The different amorphous lactulose samples have been measured on two neutron spec-
trometers: FOCUS (PSI, Villigen), and IN1-LAGRANGE (ILL, Grenoble). The results obtained
are presented below.

5.3.1 FOCUS: instrument, experimental details, and results

The direct geometry spectrometer FOCUS (PSI, Swiss Spallation source, SINQ, Villigen) has
been used to investigate collective excitations (1-10 meV) in the different amorphous samples
of lactulose.

5.3.1.a) Instrument: principle and description

Principle FOCUS is a direct geometry time of flight (TOF) spectrometer. Direct geometry
means that the incident neutrons have a constant energy (wavelength) - generally selected
by a crystal monochromator - and the final energy is variable. TOF spectrometer means that
the number of neutrons scattered by the sample in a certain solid angle are measured as a
function of time. The kinetic energy of each scattered neutron is determined by its time of
flight, i.e., the time the neutron takes to cover the sample to detector distance, which can be
tracked back to its speed and then its energy. One can thus access the energy transfer ~ω
between the neutron and the sample, knowing the initial energy of the neutron.

Description FOCUS (see figure 5.11) is a thermal or cold neutrons spectrometer located at
the end of the curved guide RNR 11 of PSI. A « white » beam of neutrons coming from the
guide is transported and reduced in a vertically converging neutron guide. The first chopper
(pre-selector disc chopper) chops the incident beam and provides long pulses. This chopper
also acts as anti-overlap chopper. Afterwards, a horizontally and vertically focusing mono-
chromator (size 18cm × 18cm), made of several single crystals, with variable curvature in
both directions makes the beam monochromatic, and focuses it through a Fermi-chopper.
Bragg law is used to select the wavelength of the incident neutrons:

2d si n(
2θ

2
) = nλ

Where, d is the inter-reticular distance of the monochromator, θ the angle between the
lattice planes and the incident neutron beam, n an integer indicating the order of reflection
and λ the desired wavelength.
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The Fermi-chopper chops the monochromatic beam: it transforms the long pulses into
sharp monochromatic flashes of neutrons. Another function of the Fermi chopper is to de-
fine the time reference for measuring the travel time of the neutron from the Fermi chopper
to the 3He detectors through the sample: the time of flight of the neutrons.

After the Fermi-chopper, the beam hits the sample. The scattered neutrons pass a 2.5 m
flight distance through a radial collimator and an argon filled flight box before being detected
in 375 3He counter tubes of rectangular shape. The scattering angle covers a range from 10°
to 132°.

Figure 5.11 – FOCUS instrument layout. The detectors at different angles collect the scattered
neutrons as a function of their TOF. The I(2θ,TOF) spectrum is thus measured, and
can be further treated to obtain the S(Q,ω) scattering function of the sample (see
annex B).

5.3.1.b) Experimental details

A pyrolytic graphite monochromator was used to select incident neutrons of wavelength 4.8
Å. This corresponds to an elastic peak around 538 microsecond at each detector of the ins-
trument. Thanks to a vanadium spectrum measurement, the energy resolution (FWHM) of
the instrument in this configuration was measured to 0.1 meV.

Figure 5.12 shows the kinematical range (Q,ω) covered on FOCUS instrument during our
experiment.
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Figure 5.12 – The hatched area represents the kinematical range covered during the INS
experiment on FOCUS, using an incident wavelength of 4.8 Å.

One can see that the kinematical range starts above Q = 0.2 Å−1. Moreover the elastic
signal is not seen over the whole range in Q. It is just between 0.2 Å−1 and 2.3 Å−1.

During the experiment, samples were filled in flat aluminum cells 40*47 mm2 with 1 mm
thickness. These cells have been chosen to scale down multiple scattering. The measured
transmission was between 80% and 85%. For the experiment, five lactulose samples have
been measured:

- The anhydrous lactulose crystal

- The quenched from the melted lactulose (QFTM)

- The milled lactulose (MIL)

- The spray-dried lactulose (SD)

- The freeze-dried lactulose (FD)

The QFTM and FD samples were slightly crushed into fine powder, to have the same
granulometry than other samples. This approach also ensured that the samples in the beam
were of uniform geometry. Each sample was measured at two different temperatures (100
K and 200 K), besides the SD sample for which we have experienced a technical problem
during the measurement at 100 K. Roughly 6 h were needed to collect each spectrum. The
data treatment is presented in annex B.
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(a) Crystal, 100K (b) Crystal, 200K

(c) MIL, 100K (d) MIL, 200K

(e) QFTM, 100K (f ) QFTM, 200K
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(g) FD, 100K (h) FD, 200K

(i) SD, 200K

Figure 5.13 – Contour maps representing the incoherent dynamic structure factor S(Q,ω) of five
different lactulose samples. Each sample has been measured at two different
temperature (besides the SD sample) on FOCUS, and the measured intensity has
been treated to obtain the incoherent dynamic structure factor S(Q,ω) (see annex B).
Plots on the left are those of the samples measured at 100 K, and on the right those of
the samples measured at 200 K. From top to bottom: the crystal, the MIL, the QFTM,
the FD and the SD.

5.3.1.c) FOCUS results

Figure 5.13 represents the incoherent dynamic structure factor S(Q,ω) of five different lactu-
lose samples: the anhydrous crystal, the MIL, the QFTM, the FD and the SD. The intensity
of the map is given by the amplitude of the incoherent dynamic structure factor S(Q,ω). All
the plots are represented from ω = 0.4 meV, in order to hide the elastic line, and thus to well
visualise the phonons in the different samples.

In the figure, one can see:
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- The dynamical range covered on the FOCUS instrument. All the dark blue area is the
range not covered on the FOCUS instrument.

- That the amplitude of the contour map on the different samples is not the same. This
is mainly due to the fact that we were not able to fill the same amount of sample in the
containers, because samples do not have the same texture.

- Two clear humps, characteristic of two different « family » of phonons on the crystal dy-
namic structure factor. For all the amorphous samples, there is just one broad hump,
characteristic of one « family » of phonons.

By doing MD simulations, we have tried to identify the atoms involved in the motions
responsible of the two different « families » of phonons that were seen on the crystal. Po-
sitions of the particles were extracted from MD simulations and used to calculate the time-
dependent dynamic structure factor S(Q,t). This function was further Fourier transformed
to obtain S(Q,ω). The Fourier transform induces some errors on the result, and the S(Q,ω)
obtained was not similar to that measured on FOCUS.

5.3.1.d) The density of states: experiment and MD simulations

First of all, it is important to clarify the difference between the density of states measured by
INS, and the one calculated by MD simulations.

On the one hand, the density of states measured by INS is the generalised density of states
(GDOS). It is a density of states weighted by the neutron scattering cross sections. For highly
hydrogenated compounds such as lactulose, this density of states is mainly due to H atoms.
GDOS(ω) has been calculated from the inelastic incoherent scattering function Si nc (Q,ω)
by averaging it over the full accessible Q-range (it is the angle average approximation; this
approximation is good for mainly incoherent scatterer) [254; 258]:

GDOS(ω) =
∫

all Q

(
ω

Q2

1

n(ω,T)∗DW

)
∗Si nc (Q,ω)dQ (5.20)

where n(ω,T) is the temperature Bose factor, DW the Debye Waller factor, and Si nc (Q,ω)
the inelastic incoherent scattering function.

On the other hand, the density of states calculated by MD simulations is the vibrational
density of states (VDOS). It is obtained by a Fourier transform of the velocity autocorrela-
tion function. In order to have a density of states comparable with the experimental one,
the calculations were performed taking into account only velocities of H atoms. Therefore,
VDOS(ω) is calculated using the following equation:

VDOS(ω) =
∫ ∞

0
(< vH(t ).vH(0) >)exp(iωt )d t (5.21)

where vH is the velocity of H atoms.

Figure 5.14 shows the GDOS of the four amorphous lactulose (MIL, QFTM, FD, SD) and
the anhydrous crystal. The results of the measurement at 100 K (figure a)) and 200 K (figure
b)) are represented. The total number of states was normalised to unity in the energy range
0 to 25 meV. There is a spurious peak around ω = 0.05 meV coming from the elastic signal.
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Figure 5.14 – GDOS of the MIL lactulose (red line), QFTM lactulose (green line), FD lactulose (blue
line), SD lactulose (pink line) and the anhydrous crystalline lactulose (black line).
a) All the samples (besides the SD lactulose) measured at T= 100K.
b) All the samples measured at T = 200K.
The spectra were normalised to unity in the energy range 0 to 25 meV. There is a
spurious peak aroundω = 0.05 meV coming from the elastic signal.
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In the figure, one can notice that the GDOS(ω) of the four amorphous samples (QFTM,
MIL, FD and SD) are very similar. Furthermore:

- Above 6 meV, the curve of the crystal is more structured than that of the amorphous
samples. It is the consequence of the long-range order present in the crystal, where
phonon modes do not « merge » as in the case of amorphous samples. The humps
seen are more amplified at 100 K than at 200 K.

- Between 2 meV and 6 meV, the curves of the amorphous samples are above that of the
crystal. This means that amorphous samples have more vibrational modes than the
crystal in this energy range. This is more important at 100 K than at 200 K.

To better visualise the excess of vibrational modes present in the amorphous samples
compared to those predicted by the Debye theory [82; 83], it is usual to plot the reduced den-
sity GDOS(ω)/ω2 function. This will be done in the next section. Looking at the plot of GDOS
functions, the Debye theory should hold true up to 6 meV.

One crystalline box composed of 224 lactulose molecules was generated and equilibra-
ted during 5 ns, including 4 ns in NPT (P = 1 atm) followed by 1 ns in NVT. The initial box was
equilibrated both at 100 K, and at 200 K. One amorphous box composed of 240 lactulose mo-
lecules was generated after hyper-quenching (from 700 K to 300 K) an equilibrated liquid box
at 20K/200ps. This amorphous box was further equilibrated at 100 K and 200K, in the same
conditions than the crystalline one. A MD trajectory of 20 ps with frames saved every 2 fs
was generated from each of those equilibrated boxes. The VDOS were then calculated using
those MD trajectories, by a Fourier transform (FT) of the velocity autocorrelation function
of H atoms. The low rate of frames saving (2 fs) was chosen in order to avoid aliasing effect
during the FT calculation [162].

The results obtained at 100 K and 200 K were very similar. We have thus chosen to only
show the results obtained at 100K (see figure 5.15). In figure 5.15, the black line represents the
VDOS calculated in the crystalline box, and the green line that calculated in the amorphous
box. The GDOS of the anhydrous crystal (black triangle down) and of one the amorphous
samples (green triangle down) are also represented for a comparison between numerical
and experimental results. Since GDOS(ω) of amorphous samples are similar, we have arbi-
trary chosen the FD sample.

In the figure, one can notice that:

- Between 2 meV and 6 meV, the VDOS of the amorphous sample and the crystalline one
are almost superimposed. It was therefore not possible to reproduce the experimental
findings (i.e., GDOS of the amorphous samples higher than that of the crystal).

- The shape of the numerical curves is roughly similar to that of the experimental ones,
but the agreement is not that good. For example, the humps in the GDOS of the crystal
are not seen in its VDOS.

5.3.1.e) The Boson peak

Figure 5.16 shows the reduced GDOS of the four amorphous lactulose (MIL, QFTM, FD, SD)
and the anhydrous crystal. In the figure one can notice that:
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Figure 5.15 – VDOS of the QFTM lactulose (green line) and the anhydrous crystalline lactulose
(black line) calculated by MD simulations. The calculations were performed at 100 K
on an equilibrated MD trajectory of 20 ps. The GDOS of the anhydrous crystal (black
triangles down) and one of the amorphous samples, arbitrary FD sample (green
triangles down), are also added for a comparison between numerical and
experimental results. All the spectra are represented in the inset, betweenω = 0.0
meV andω = 4.0 meV.

- Between 2 meV and 4 meV, the curves of all the amorphous samples show a hump. This
means that amorphous samples have excess of the VDOS compared to that predicted
by the Debye theory. This excess of the VDOS is named Boson peak (BP).

- The BP intensity of the QFTM is higher compared with the other amorphous samples.
This is more important at 100 K than at 200 K. This result is in contradiction with Angell
results [259], which showed for a glass of PbGeO3 that the BP intensity of the MIL is
higher than that of the QFTM (see figure 5.17). As it will be later seen, the increase of
the BP intensity of the QFTM lactulose sample may be due to degradation.

- At 200 K, the BP of the MIL, FD and SD lactulose are identical within the experimental
error bars. The BP frequency is around 3.42 meV.

- At 100 K, the BP frequencies of the MIL and FD lactulose are identical within the expe-
rimental error bars. The BP frequency is around 3.97 meV.

- The crystal also has an excess scattering over the Debye expectation. This excess oc-
curs at somewhat higher frequency (around 4.1 meV at 200 K, and 4.3 meV at 100 K)
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Figure 5.16 – Reduced GDOS (GDOS(ω)/ω2) of the MIL lactulose (red line), QFTM lactulose (green
line), FD lactulose (blue line), SD lactulose (pink line) and the anhydrous crystalline
lactulose (black line).
a) All the samples (besides the SD sample) measured at T = 100 K.
b) All the samples measured at T = 200 K.
None of the results has been scaled by the temperature Bose factor.

compared to the amorphous samples. Crystalline glass formers are pre-disposed to
become defective since they usually have poor lattice energies, and this may be the
reason why the crystal also shows an excess VDOS [259; 260].

All the motions involved in the excess of the GDOS are between 2-4 meV, which means
that they typically take place within 1 ps.
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NB: The hump at 6.3 meV in the plot of the crystal comes from an increase of the number
of phonons in that energy region as seen in figure 5.14 of the GDOS, and is probably not to
consider as an excess of vibrational modes compared to that predicted by the Debye theory.

Figure 5.17 – Reduced GDOS of the crystal, melt-quenched glass and damage-formed glass of
PbGeO3. Taken from [259].

Effect of degradation on the QFTM density of states: investigations by MD simulations
The purpose of this section is to determine how the thermal degradation affects the BP.

It is quite difficult to determine the BP by MD simulations. This is mainly due to the fact
that there are a lot of spurious peaks on the graph of the reduced VDOS, due to size effects
[98]. To attenuate them considerably and to thus obtain a reasonable BP, the simulation
must be performed on a rather large box. After performing some tests, we found that it is
necessary to have at least 72,000 atoms in the box, i.e., more than 1600 molecules, to obtain
a reasonable BP.

As a reminder, the thermal degradation of lactulose is a complicated process [261]:

- Lactulose can hydrolyse to its constituent monosaccharides fructose and galactose.

- Lactulose or its released monosaccharides equilibrate with their ring-opened isomers
and the α-hydroxyl can air oxidize to produce an α-dicarbonyl.

- As all sugars, lactulose can also oligomerise to produce a variety of viscous products
(caramel).

To estimate how degradation affects BP, two different amorphous boxes were generated:

- The first, composed of 2600 lactulose molecules, was generated after hyper-quenching
(from 700 K to 100 K) an equilibrated liquid box at 20K/200ps.
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- The second, composed of 1300 lactulose molecules, 1300 fructose molecules and 1300
galactose molecules, was generated after hyper-quenching (from 700 K to 100 K) an
equilibrated liquid box at 20K/200 ps. This second box was considered as “degraded
lactulose” although the real degraded sample is clearly more complex.

The two boxes were equilibrated at 100 K during 10 ns, including 8 ns in NPT (P = 1 atm)
followed by 2 ns in NVT. A MD trajectory of 20 ps with frames saved every 2 fs was genera-
ted from each of those equilibrated boxes. The VDOS were then calculated using those MD
trajectories, by a Fourier transform of the velocity auto-correlation function of H atoms. It is
worth mentioning that the simulations were performed at 100 K in order to better reveal the
BP, whose amplitude is always higher at low temperature.

Figure 5.18 represented the reduced VDOS calculated in the two previous boxes. The
black line represents the result on the QFTM lactulose (first box), and the red line represents
the result on the QFTM degraded lactulose (second box). The spectra are represented bet-
ween 0.4 meV and 8 meV.

One can notice that:

- The simulation roughly reproduces the experimental results. However the BP seen
from MD simulations is significantly less defined than that seen experimentally, and
appears at lower energy (ωsi mul = 2.8 meV, ωexp = 3.97 meV).

- The QFTM degraded curve is above that of the QFTM. This means that there are more
low-energy vibrational modes in the degraded system. Degradation thus probably
plays a role in the increase of the BP intensity of the QFTM sample compared to that
of the other amorphous samples, as it has been seen on the FOCUS results.

NB: In the inset, the reduced VDOS calculated in a QFTM box having 216 molecules (blue
line) is compared with that of the QFTM having 2600 molecules (black line). It can be seen
that with N = 216 molecules, there is no BP, and a lot of spurious peaks. With N = 2600
molecules, a bump emerges, even though there is still a spurious peak at ω = 0.84 meV. All
those spurious peaks are size effects since they tend to finish while increasing box size. The
bump seen with N = 2600 molecules corresponds to BP, and could be better defined for N À
2600.

Comparison of the BP of the different samples It is difficult to compare the BP of the
QFTM sample with those of the other amorphous samples, since it is highly influenced by
the degradation that occurs during its preparation. Therefore, only the results obtained on
the MIL, FD and SD samples will be compared. This comparison mainly shows that the
three amorphous samples (MIL, FD and SD lactulose) have identical BP, even though they
do not have the same tautomeric composition. This means that the BP is due to local (non-
propagating) vibrations. It is a general feature of the BP [99; 101; 262]. From 100 K to 200 K,
the BP differences are only due to the temperature Bose factor.

5.3.2 IN1-LAGRANGE: instrument, experimental details, and results

The IN1-LAGRANGE (Institut Laue-Langevin, Grenoble) spectrometer [263] has been used
to measure high-energy vibrations (20-450 meV) in the different lactulose amorphous samples.
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Figure 5.18 – Reduced VDOS of the QFTM lactulose (black line), QFTM degraded lactulose (red
line) determined by MD simulations. The calculations were performed on an
equilibrated MD trajectory of 20 ps. The spectra are represented between 0.4 meV
and 8 meV. In the inset, the reduced VDOS calculated in a QFTM box having 216
molecules (blue line) is compared with that of the QFTM having 2600 molecules
(black line).

5.3.2.a) Instrument: principle and description

Principle IN1-LAGRANGE (Large Array GRaphite ANalyser for Genuine Excitations) is an
inverse geometry spectrometer. The final energy (energy of the neutron after scattering
by the sample) detected is constant (E f = 4.5 meV), and the incident energy Ei varies in a
wide energy range. It is a continuous « point-by-point » spectrometer, since the instrument
changes its configuration at each incident energy step (Ei ) to select a different value. The
energy transfer ~ω corresponding to an excitation energy in the sample is obtained by a sub-
traction of the final energy E f from the energy Ei of the incident monochromatic neutrons.

Description IN1-LAGRANGE (see figure 5.19) is located on the hot beam H8 tube at the ILL.
A large double-focusing multi-face crystal monochromator supplies the LAGRANGE spec-
trometer with a monochromatic beam in the intermediate and high neutron energy ranges
(a mosaic Cu220 or Cu331 crystal faces can be used to select the incident energy), and also
in the lower energy range (the incident energy is selected using Si111 or Si311 monochroma-
tor). The incident energy Ei is selected following the Bragg law, and depends on the angle
between the monochromator face and the sample, and also on the inter-reticular distance
of the monochromator.
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Then the monochromatic beam hits the sample. A cold Be-filter is placed after the sample
and it filters the scattered neutrons with energy less than 5.2 meV. In that way, the high order
reflections of the crystal analysers are removed. Afterwards, a large area space focusing crys-
tal analyser focuses them onto the detector. This analyser is a 1 m2 reflecting surface built
around the vertical sample-detector axis with 612 pyrolytic graphite (PG) crystals, and set to
reflect neutrons with a fixed final energy of 4.5 meV. The focused scattered neutrons are thus
recorded with a small single counter (a 3He gas detector).

A carefully designed B4C screen is installed on the sample detector axis in order to absorb
the elastically scattered neutrons from the sample. Supplementary diminution of the instru-
ment background, polluted by the high neutron energy components, is achieved through
massive polyethylene shielding built around the whole analyser.

It is worth mentioning that there is no Q-dependence on the scattering signal measured
on this spectrometer, because the « small » Q domain available to the instrument at each
energy transfer is integrated at the detector, thus giving an intense signal. Therefore, the
intensity measured during the experiment is directly the generalised density of vibrational
states GDOS(ω).

Figure 5.19 – Vertical cut of the LAGRANGE spectrometer: the scattered neutrons with final
energy of 4.5 meV are focussed to the 3He detector by the arrangement of HOPG
analyser mounted on an ellipsoidal surface. The spectra are obtained by varying the
incident neutron energy.

5.3.2.b) Experimental details

A Cu220 monochromator was used to select incident neutrons of energy in the range [26.5-
450]meV. With this monochromator, the energy resolution (FWHM) of the instrument is
about 2-3% of the incident energy. Incident neutrons of energy below 26.5 meV have been
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selected using the Si311 monochromator.

Figure 5.20 shows the kinematical range (Q,ω) covered on IN1 instrument during our ex-
periment. In contrast to FOCUS, IN1 probes a quite sharp kinematical range, mainly because
the final energy is very small compared to the initial one (see Eq. 5.3 to understand why a
large energy exchange induces a sharper kinematical range). This kinematical range spreads
between 22 meV and 450 meV.

Figure 5.20 – The hatched area represents the kinematical range covered during the INS
experiment on IN1.

During the experiment, samples were filled into an aluminum foil. Six lactulose samples
have been measured:

- The anhydrous lactulose crystal

- The trihydrate lactulose crystal

- The quenched from the melted lactulose (QFTM)

- The milled lactulose (MIL)

- The spray-dried lactulose (SD)

- The freeze-dried lactulose (FD)

The QFTM, FD and trihydrate crystal samples were slightly crushed into fine powder,
to have the same granulometry than other samples. This approach also ensured that the
samples in the beam were of uniform geometry. All samples were measured at 10 K, in order
to scale down the DW factor. Roughly 12 h were needed to collect each spectrum. The data
treatment is presented in annex B.
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5.3.2.c) Results

Figure 5.21 a) represents the GDOS of the two different lactulose crystals: the anhydrous one
(black line) and the trihydrate one (cyan line). The spectra were normalised to unity in the
energy range 20 to 460 meV.

In the figure, one can see that:

- The amplitude of the vibrational modes around 70 meV is higher in the trihydrate crys-
tal than in the anhydrous crystal. Those modes correspond to librational modes of wa-
ter. A higher amplitude of these vibrational modes on the trihydrate crystal compared
to the anhydrous one thus reflects a higher amount of water in the trihydrate sample,
as expected.

- The frequency of the vibrational mode around 370 meV is slightly lower in the trihy-
drate crystal compared to the anhydrous crystal. This vibrational mode corresponds
to the CH stretching mode [183; 255]. There is thus a softening of the CH stretching
mode in the trihydrate crystal compared to the anhydrous crystal.

Figure 5.21 b) represents the GDOS of four different lactulose amorphous samples: the
MIL (red line), the QFTM (green line), the FD (blue line) and the SD (pink line). The spectra
were normalised to unity in the energy range 20 to 460 meV. The four spectra are similar,
but the spectrum of the SD sample shows some differences compared to that of the others
amorphous samples:

- Below 120 meV, the spectrum of the SD sample is more structured than that of the
other amorphous samples: it has some sharp peaks on the main broad peak.

- The amplitude of the two vibrational modes between 160 meV and 180 meV is higher
in the SD sample than in the other amorphous samples. The hybridised H-C-H, C-C-
H and C-O-H bending modes are known to be responsible for the peaks in this energy
region [183; 255].

- There is a softening of the CH stretching mode of the SD sample compared to the
others.

It is important to mention that multiphonon terms do significantly affect the shape of
the GDOS in the high-energy range (above 250 meV). For example, the « shoulder » around
340 meV (just before the CH stretching mode) is a harmonic (overtone) of the OH and CH
bending modes located around 170 meV. In general, the multiphonons (overtones or com-
bination of modes) are responsible, above 250 meV, of the increase of the background of the
plot.

5.3.2.d) DFT calculations of the density of states of the lactulose tautomers

As a reminder, the position of all atoms in tautomer A has already been well determined by
XRD, but the position of most of the H atoms in tautomers B and C is unknown [51]. We have
thus performed structure optimisations using DFT calculations, in order to predict the po-
sition of the undetermined H atoms. Geometry optimisations were performed on the three
different tautomers using the B3LYP functional, in DMol3. Despite our multiple attempts,
it was not possible to well optimise the structure of the tautomer A, and the calculation of
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Figure 5.21 – GDOS of different samples of lactulose represented between 20 meV and 460 meV.
Each sample was measured at 10 K on IN1-LAGRANGE, and the measured intensity
has been treated to obtain the GDOS (see annex B). The spectra were normalised to
unity in the energy range 20 to 460 meV.
a) The anhydrous (black line) and trihydrate (cyan line) crystals are represented.
b) The MIL (red line), QFTM (green line), FD (blue line) and SD (pink line) samples
are represented.
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its VDOS always gave negative frequencies. Works are in progress to solve this issue. There-
fore, the VDOS of the tautomer A will not be presented. On the other hand, the structures
of the tautomers B and C have been well optimised. The normal modes of the latter were
determined afterwards by diagonalising their Hessian matrix, and from there the VDOS was
calculated. Only H atoms were considered. The obtained VDOS was convolved by a Gaus-
sian resolution function of FWHM equal to 3% of the vibration energy, in order to be easily
comparable to the GDOS measured on IN1. The results obtained are presented in figure 5.22.

It can be seen that:

- Below 100 meV, the vibrational spectra are different. The differences seen are howe-
ver not meaningful. Indeed, calculations were performed on isolated molecules, and
therefore the intermolecular part of the spectra is not calculated correctly.

- Above 150 meV, there are three main bands: one centred at 175 meV, another centred
at 370 meV, and the last one centred at 470 meV. The amplitude and position of those
three bands are roughly the same.

This calculation of the VDOS allowed to make an identification of the vibrational modes,
and showed that:

- The vibrational mode around 450 meV is the OH stretching.

- The vibrational mode around 370 meV is the CH stretching.

- The OH and CH bending modes are between 150 meV and 200 meV. It was not possible
to separate the contribution from the OH bending only, or the CH bending only, or the
OH and CH bending modes coming only from one of the monosaccharides constitu-
ting the lactulose molecule.

5.3.2.e) The CH stretching band in the different samples

Figure 5.23 represents the GDOS of the four different amorphous samples (MIL, red line ;
QDFTM, green line ; FD, blue line ; SD, pink line) of lactulose and the two crystalline forms
(anhydrous, black line ; trihydrate, cyan line) as measured on IN1-LAGRANGE. All plots are
represented between 300 meV and 460 meV to emphasize the CH stretching band. This band
is surrounded by the OH stretching band (centred at 440 meV), and the overtone of the OH
and CH bending bands (centred at 340 meV).

These different spectra were fitted with three Gaussians, in order to determine the exact
FWHM and position of the CH stretching band. The background was assumed constant in
this energy range (from 300 meV to 460 meV). We only consider the physical implications
and report the results (see table 5.3) from the CH stretching band, and so the fits to the two
other bands only serve to give a more accurate estimation of the CH stretching band para-
meters. The CH stretching band position obtained directly from the data as the x coordinate
of the maximum of the band (or the middle point of the top of the bump, for flat-tops) tracks
the fits rather well (see grey column in table 5.3). This gives confidence on the fitting proto-
col.
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Figure 5.22 – VDOS of the tautomer B (green line) and tautomer C (blue line) obtained after DFT
calculations. The original DFT spectra were convolved by a Gaussian resolution
function of FWHM equal to 3% of the vibration energy.

Table 5.3 – Position and FWHM of the CH stretching band in the different lactulose samples. The
grey column represents the CH stretching band position obtained directly from the
data as the x coordinate of the maximum (or the middle point of the top of the bump,
for flat-top) of the band.

Samples CH stretching band
FWHM (± 1.00 meV)

CH stretching band
position (± 0.50

meV)

CH stretching band
position (± 0.50

meV)
Anhydrous crystal 23.79 370.56 370.49

MIL 25.55 370.63 371.14
QFTM 25.93 373.27 373.51

FD 25.79 372.85 372.18
SD 25.36 366.48 365.42

Trihydrate crystal 21.79 368.06 367.43

From the table, it can be seen that the FWHM of the CH stretching bands are similar in the
different amorphous samples. Those of the crystalline samples are slightly smaller because
crystalline samples are more ordered. Moreover:

- The trihydrate crystal has a lower vibration frequency than the anhydrous crystal. This
softening of the CH stretching vibration in the trihydrate crystal compared to the an-
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Figure 5.23 – GDOS of the four different amorphous samples (MIL, red line ; QDFTM, green line ;
FD, blue line ; SD, pink line) of lactulose and the two crystalline forms (anhydrous,
black line ; trihydrate, cyan line) as measured on IN1-LAGRANGE. All plots are
represented between 300 meV and 460 meV to emphasize the CH stretching band.
The OH stretching band and the overtone of the OH and CH bending bands
surround this band.

hydrous one is due to HBs network. Since the trihydrate crystal has water, it has many
more HBs than the anhydrous one, and its CH stretching vibration may soften. Such
behaviour has already been observed in the case of the OH stretching vibration [264]
(see figure 5.24), where softening is expected to be more important than in the CH
stretching vibration.

- The anhydrous crystal and the MIL have equal vibration frequencies. This indicates
that they locally have the same intermolecular arrangement and the same number of
intermolecular HBs, as suggested by D7 results.

- The vibrational frequencies of the QFTM and FD are higher than those of the other
compounds. They thus have locally less intermolecular HBs than the previous samples.

- The SD sample has the lowest vibrational frequency. This is an uncommon behaviour.

A detailed analysis of SD sample is carried out in the next section.

5.3.2.f ) Analysis of the bending and stretching modes of the SD sample

The IN1-LAGRANGE results previously presented shown some interesting differences bet-
ween the SD lactulose sample and the other amorphous samples:

i) Softening of the CH stretching mode.

176



Chapter 5. Neutron diffraction and spectroscopy results

Figure 5.24 – Raman spectra of the OH stretching of water at different temperatures. a: T=95 °C, b:
T=80 °C, c: T=60 °C, d: T=40 °C, e: T=20 °C, f: T=-24 °C. As the temperature increases,
the vibrational mode at 3150 cm−1 shifts toward higher frequencies with a decrease
of its amplitude, while the vibrational mode at 3450 cm−1 shifts toward higher
frequencies with an increase of its amplitude. This means that the decrease in the
number of HB induces an increase of the OH stretching frequency. Taken from [264].

ii) Higher OH and CH bending mode amplitudes.

iii) Presence of sharp peaks on the main broad peak below 120 meV.

Those differences require thorough investigations.

First of all, we must emphasize that:

- DSC and X-ray experiments were performed just after the preparation of the samples
and after their measurement on IN1-LAGRANGE. The results were identical, thus in-
dicating that the samples did not evolve between their preparation and their measure-
ment.

- The differences found are not due to the tautomeric differences between samples. In-
deed, the MIL and the FD lactulose samples for example do not have the same tauto-
meric composition, thus having interchangeable spectra. The SD and the FD lactulose
samples have very close tautomeric compositions, but do not show the same spectra.

- It is tempting to assert that the softening of the CH stretching mode of SD sample com-
pared to the other amorphous samples is due to the presence of water, since a similar
effect is seen (see figure 5.24) between the trihydrate crystal and the anhydrous crystal.
However, the amplitude of the librational mode of water (around 75 meV) is similar in
all amorphous samples spectra, thus indicating that they roughly contain the same
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amount of water. More precisely, by TGA, we have detected almost 3.4 % of water in
the MIL and SD samples, and 2 % in the FD sample. The previous assertion should
then be forgotten.

- The four amorphous samples were measured in succession. The SD sample was the
third to be measured. Therefore, these differences are probably not due to any dys-
function of the instrument itself.

To understand those differences between the SD sample and the other amorphous samples,
we have investigated if the SD sample contains a small crystalline fraction just after its pre-
paration, and if the water used during the spray-drying preparation indirectly affected the
state of the SD sample obtained. The obtained results are presented below.

Is there any crystalline fraction in the SD lactulose? A fast DSC experiment was carried
out on the SD lactulose in order to remove any suspicion of the presence of crystallites within
it immediately after its preparation.

Figure 5.25 shows the thermograms of SD lactulose (black line), and a physical mixture
containing 98% of SD lactulose and 2% of crystalline lactulose (cyan line). These thermo-
grams were recorded during heating at 200 °C/min after calorimeter calibration at this rate.

The two thermograms show a Cp jump at Tg = 125 °C characteristic of a vitreous state,
which ends in a weak relaxation endotherm. Concerning the physical mixture, it has an
endotherm at about 170 °C, having an enthalpy of 3.18 J/g. This endotherm therefore corres-
ponds well to the melting of the 2% of crystalline lactulose contained in the physical mixture.
Regarding the SD lactulose, no endotherm is seen in the melting temperature region. There
are thus clearly no crystallites in the SD lactulose.

Is there any “water memory” effect? Investigation by MD simulations The purpose of
this section is to determine by MD simulations whether the SD compound exhibits a sort of
“water memory” effect.

To this end, two different amorphous boxes were generated:

• A box composed of 64 lactulose molecules. It was generated after hyper-quenching
(from 700 K to 300 K) an equilibrated liquid box at 20 K/200 ps. This box will be named
“anhydrous box”.

• A box composed of 64 lactulose molecules and 640 water molecules. This other box
will be named “diluted box”. We have put ten times more water molecule than lactu-
lose molecule for a better dilution of the lactulose, and a good homogenisation of the
mixture. The SCP flexible water model was used [265].

The anhydrous box was equilibrated at 300 K during 3 ns, including 2 ns in NPT (P = 1
atm) followed by 1 ns in NVT. The diluted box was equilibrated at 300 K during 5 ns, including
4 ns in NPT (P = 1 atm) followed by 1 ns in NVT. The effective density was about 1.45 g/cm3

in the anhydrous box, and 1.35 g/cm3 in the diluted box.
Afterwards, all the water molecules have been removed at once from the diluted box.

This new box (diluted box without water) will be named “dried box”. The dried box was also
equilibrated at 300 K during 3 ns, including 2 ns in NPT (P = 1 atm) followed by 1 ns in NVT.
The effective density in the dried box was nearly 1.40 g/cm3. It is worth mentioning that
the small difference of the effective density between the anhydrous box and the dried box
does not induce changes in system properties that will be presented later. Indeed, we have
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Figure 5.25 – Fast DSC heating scans (200 °C/min) of SD lactulose (black line) and a physical
mixture made of 98% of SD lactulose and 2% of crystalline lactulose (blue line).

slightly compressed the dried box to have an effective density equal to that of the anhydrous
box, i.e. 1.45 g/cm3, and the results obtained in both boxes (the slightly compressed and the
uncompressed) were similar.

Water molecules have been removed at once from the diluted box in order to reproduce
the spray-drying process. The dried box can then be assimilated to a spray-dried amor-
phous box.

The previous equilibrated boxes (anhydrous and dried boxes) were further used to ana-
lyse the properties of the lactulose molecules after the passage of water (i.e., molecules in the
dried box), in comparison with the properties of the lactulose molecules without any water
effect (i.e., molecules in the anhydrous box). For this purpose, a MD trajectory of 1 ns with
frames saved every 0.1 ps was generated from each of those boxes. Those MD trajectories
are used for all the results presented afterwards.

i) The number of HBs
In the present study, two lactulose molecules are considered to be H-bonded if the oxy-
gen–oxygen distance d(O-O) is less than 3.4 Å and the O-H...O angle larger than 150.0°.
This geometric criterion included well-formed and strong HBs. Attempts to compute
distribution of HBs with a less stringent criterion (O-H...O angle > 120.0°), including
well-formed and strong HBs and quite deformed and weaker HBs, have given similar

179



5.3. Neutron spectroscopy : instruments and results

results, and are thus not presented here.

The total (including intermolecular and intramolecular) and intermolecular numbers
of HBs per molecule were calculated over 500 ps of simulation in the anhydrous box
and the dried box, using the MD trajectories previously generated. The distributions
of the numbers obtained are represented in figure 5.26.

In figure 5.26 a), the distributions of the total number of HBs per molecule in the anhy-
drous box (black line) and the dried box (blue line) are represented. The distributions
of the intermolecular number of HBs in the same boxes are represented in figure 5.26
b).

It can be seen that the molecules in the anhydrous box develop 4.5 HBs on average, and
those in the dried box develop 4.3 HBs on average. The molecules in the anhydrous box
therefore develop slightly more HBs than those in the dried box. Similarly, the average
number of intermolecular HBs in the anhydrous box, n = 4.3, is slightly larger than the
one in the dried box, n = 4.0. A similar difference in the number of HBs has been seen
in chapter 3 (see figure 3.30) between tautomer A and tautomer B. However, the expe-
rimental and DFT results presented before indicate that the CH stretching frequency
is the same in all tautomers. The small differences in the number of HBs that the mo-
lecules develop in the anhydrous box and the dried box are therefore not expected
to induce changes in the CH stretching frequency.

ii) The nature of the HBs
Instead of counting the number of HBs, the properties of the HBs computed above are
analysed in this section.

Figure 5.27 shows the contour maps of the characteristics (O-O distance and O-H...O
angle) of the HBs calculated in the anhydrous box (picture on the top) and the dried
box (picture on the bottom). Calculations were performed on equilibrated MD tra-
jectories, using 100.000 HBs. The colour at a given point represents the number of
HBs having the corresponding property. The results were subsequently normalised, to
have the highest intensity equal to one. Both intermolecular and intramolecular HBs
are considered.

In the dried box and in the anhydrous box, one can see that the signal is concentrated
between 156.5° and 168°. To better visualise if the nature of the HBs developed by
the molecules in both boxes has changed, we have calculated the distribution of the
d(O-O) distances of the HBs for OH...O angles varying between 150° and 180°, and the
distribution of the OH...O angles of the HBs for d(O-O) distances varying between 2.4
Å and 3.2 Å. The results obtained are shown in figure 5.28.

In figure 5.28, one can see that the distributions - of the HBs characteristics - calculated
in both boxes are almost identical: the medium d(O-O) distance of the HBs is around
2.7 Å and the medium O-H...O angle is around 163.6°. Therefore, the nature of the
HBs developed in both boxes is the same.

iii) The HCCH dihedral angles
The aim of this section is to determine if lactulose molecules adopt different confor-
mations in the anhydrous box and the dried box. For this purpose, the set of confor-
mations explored by two HCCH dihedral angles of the molecules in both boxes was
calculated. Among these two angles, one is on the cycle of 6 C atoms (Phi) and the
other is on the cycle of 5 C atoms (Psi). Both of them can be visualised in figure 5.29.

180



Chapter 5. Neutron diffraction and spectroscopy results

Figure 5.26 – Distribution of the number of HBs developed by each molecule in the anhydrous box
(black lines) and the dried box (blue lines). The calculations were performed on an
equilibrated MD trajectory of 500 ps.
a) All HBs (intermolecular and intramolecular).
b) Only intermolecular HBs.

It is worth mentioning that we have chosen to investigate the HCCH dihedral angles
explored by the molecules in both boxes since the C-H stretching vibration of the SD
sample measured on IN1 is different from that of the other samples.

In figure 5.30, one dihedral angle value is the value of the dihedral angle calculated on
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(a) Case of the anhydrous box

(b) Case of the dried box

Figure 5.27 – Contour maps of the characteristics (O-O distance and O-H. . . O angle) of the HBs
calculated in the boxes on equilibrated MD trajectories, using 100000 HBs.

one molecule. Any plot represented in the figure is thus the distribution of these dihe-
dral angle values over all the molecules in the box, and all the frames saved during 100
ps of simulation. Figure 5.30 a) represents the distribution of the Phi dihedral angle
values that have been explored by the molecules. The black line stands for the distri-
bution of values of the Phi dihedral angle calculated on lactulose molecules coming
from the anhydrous box, and the blue line stands for the distribution of values of the
Phi dihedral angle calculated on lactulose molecules coming from the dried box. The
same distributions for the case of the Psi dihedral angle values are depicted in figure
5.30 b).

In figure 5.30 a), one can see that lactulose molecules have explored slightly different
Phi dihedral angle in the two different boxes. The medium value of the Phi dihedral
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Figure 5.28 – Distribution of the characteristics of the HBs developed by the molecules in the
anhydrous box and in the dried box, calculated using 100000 HBs.
a) Case of the d(O-O) distance.
b) Case of the O-H. . . O angle.

Figure 5.29 – Phi and Psi HCCH dihedral angles chosen for the investigations.

angle is -168° for lactulose molecules coming from the anhydrous box, and -171° for
lactulose molecules coming from the dried box.

In figure 5.30 b), a more striking difference can be viewed for the case of the Psi di-
hedral angle. There is a shift of the main value of the dihedral angle, which is around
64° for lactulose molecules coming from the anhydrous box, and 58° for lactulose mo-
lecules coming from the dried box. The other peak is around -52° for lactulose mole-
cules coming from the anhydrous box, and -58° for lactulose molecules coming from
the dried box. We have performed several simulations, which shown that these diffe-
rences are reproducible. These shifts clearly indicate that the passage of water has
induced some changes of the conformation of lactulose molecule.
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Figure 5.30 – Distribution of values of two dihedral angles explored by lactulose molecules in the
anhydrous box (black line) and in the dried box (blue line). The calculations were
performed on an equilibrated MD trajectory of 100 ps.
a) Case of the Phi dihedral angle.
b) Case of the Psi dihedral angle.

iv) The q6 order parameter
The IN1 spectrum of the SD sample showed some sharp peaks at low energy (below 120
meV) suggesting that it is more ordered than other amorphous samples. It therefore
appeared interesting to determine the order level in the anhydrous box and in the dried
box.
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To this end, we have chosen the q6 order parameter. It is a simple rotational-invariant
order parameter, based on a spherical harmonics development of vectors joining the
centre of mass of neighbouring molecules [266–268]. Generally this order parameter is
used for systems having a cubic symmetry and allows distinguishing between different
crystal cubic systems, but it can be used as well for non-cubic symmetries [269; 270].

In figure 5.31, one q6 value is the average of the q6 values calculated in all the “Voronoi”
cells around each molecule of the box, in one simulation frame. Only centres of mass
of the molecules are considered for the calculations. Any plot represented in the figure
is thus the distribution of these average q6 values over all the frames saved during 100
ps of simulation. The distribution of q6 order parameter calculated in the anhydrous
box (black points), in the dried box (blue points), and in a crystalline box (dark red
points) are represented.

As seen in the figure, the mean value of q6 is 0.57 in the crystalline box, 0.18 in the
dried box, and 0.14 in the anhydrous box. The mean value of q6 in the dried box is
therefore greater than that in the anhydrous box, but remains much lower than in the
crystal. This means that the dried box is locally more ordered than the anhydrous box,
while remaining completely amorphous. The passage of water has thus favoured the
development of a particular local order in the system. This order could be responsible
of the appearance of the peaks seen at low energy on the SD sample spectrum.

Figure 5.31 – Distribution of q6 order parameter calculated in the anhydrous box (black points),
in the dried box (blue points), and in a crystalline box (dark red points). All
calculations were performed over 100 ps of simulation.

5.3.2.g) Proposition of a model

The SD sample spectrum shows some differences compared to the one of other amorphous
samples. Such a spectrum was not expected since it does not agree with that of the FD
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sample, which has a similar tautomeric composition and initial state (water in solution) du-
ring the preparation method. First of all, it is important to recall the differences between
these two preparation methods. For both of them, the crystalline power is diluted in water.
Then:

- In the spray-drying method, water is removed at the liquid state, by a hot drying of the
droplets. Therefore, it is a sudden removing of water (see figure 5.32).

- In the freeze-drying method, there is an intermediate freezing step. In this interme-
diate step, new lactulose clusters are formed as there was initially no water, since all
water molecules aggregate to form ice crystals. Those lactulose clusters are slightly
compacted by the surrounding ice crystals which are later removed by sublimation
(see figure 5.32).

The FD compound is thus made of local “true” amorphous phases of lactulose, surroun-
ded by “large” voids left by ice crystals. The effective density of the FD compound is then
quite small (probably the smallest of all the amorphous compounds) because of those voids.
However, the local density of the FD might be close to that of the QFTM, with similar local
arrangements. This could explain why the FD and QFTM compounds have similar spectra.

Oppositely, the SD compound is globally more homogeneous. It forms one single phase
made of lactulose molecules “mixed” with small voids left by liquid water. Its local density
might then be smaller than the one in any other amorphous compound. The reduction of
the number of HBs in the the dried box compared to the anhydrous box is well in line with
this hypothesis. Because it has locally more space than any other amorphous compound,
the SD compound succeeds in adopting a locally more ordered configuration than the other
amorphous ones. This was seen by simulation between the anhydrous box and the dried
box, and explains the presence of sharp peaks on the main broad peak below 120 meV in
the SD compound spectrum. Moreover, the molecules might have adopted specific confor-
mations in the presence of void, as it has been seen by simulation. These conformations
could have different vibrational frequencies (CH stretching vibration, OH and CH bending
vibrations) than that in the other amorphous states. This latter assumption must be verified
by DFT calculations. It could justify the softening of the CH stretching vibration of the SD
compound. The increase in the amplitude of the OH and CH bending vibrations could also
be due to these specific conformations, or due to the fact that the molecules have more void
around.

186



Chapter 5. Neutron diffraction and spectroscopy results

Spray-drying: water is 
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Figure 5.32 – Schematic representation of the differences between spray-drying and freeze-drying
amorphisation methods.
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Summary

In this chapter, we have studied the structural and vibrational properties of amorphous lac-
tulose obtained by different amorphisation routes, by means of neutron scattering experi-
ments combined with MD and DFT calculations. The obtained results revealed differences
which appear to originate more from the amorphisation method itself than the chemical dif-
ferences between compounds (tautomers, thermal degradation) mentioned in chapter 3.

Structure (D3 and D7 diffractometers)
On D3, the results do not reveal any remarkable difference of the structure factor S(Q) of

the different amorphous compounds within the experimental errors. Interestingly, this latter
result confirms that there is no important modification in the structure of the molecule itself
due to the preparation method.

On D7 however, the S(Q) of the milled sample is different from that of the other amor-
phous samples. In particular, it has two bumps at Q = 0.74 Å−1 and Q = 0.90 Å−1 which indi-
cates that the local intermolecular arrangement between molecules in the milled compound
is similar to that of the crystal. However, the too low crystallites fraction (0.4 %) detected by
fast DSC in the milled sample probably does not affect the neutron diffraction pattern. The-
refore, the milled sample appears to be a mixture of local order structures (similar to crystal-
lites) surrounded by real amorphous phases.

Vibration (FOCUS and IN1 spectrometers)
On FOCUS, the goal was to measure the BP of the different compounds. The results sho-

wed that the BP of the quenched from the melt compound is different from that of the other
amorphous compounds. This difference appears to be due to the thermal degradation that
took place during the preparation of the quenched from the melt compound.

On IN1, the results reveal some striking differences between the vibrational spectrum of
the spray-dried sample and that of the other amorphous samples: presence of sharp peaks
below 120 meV, more intense OH and CH bending modes and softening of the CH stretching
mode. This is a puzzling result. By reproducing the spray-drying process by MD simulations,
we demonstrated that the spray-dried compound (obtained after the sudden removal of wa-
ter) was locally more ordered than a “conventional” amorphous compound. This justifies
the presence of sharp peaks below 120 meV. The MD simulations results also show that the
molecules in the spray-dried compound adopt particular conformations which could be at
the origin of the increase of OH and CH bending modes amplitude, as well as the softening
of the CH stretching mode. DFT calculations will be made to verify this assumption.
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“Lorsque vous avez éliminé l’impossible,
ce qui reste, si improbable soit-il, est
nécessairement la vérité.”

Arthur Conan Doyle

In this thesis, the main fundamental question was to determine whether the amorphous
state of the same material obtained by different routes has different properties or not. To
answer to this question, we have investigated how various amorphisation techniques impact
on the physico-chemical properties of a model disaccharide compound: the lactulose. We
have used four amorphisation techniques which present themselves potential marked diffe-
rences on how the physical state of a material is manipulated: milling, quenching from the
melt, spray-drying and freeze-drying. They can be classified as a-thermal/thermal and/or
require or not the use of a solvent (water). A broad range of experimental (X-ray diffraction,
DSC, NMR, neutron scattering) and numerical (MD and quantum simulations) approaches
were used to obtain structural, dynamical, and thermodynamic information.

Using the four amorphisation techniques (milling, quenching from the melt, spray-drying
or freeze-drying), an amorphous state was successfully produced but none of them is strictly
similar to the others. They all clearly exhibit differences on either their physical or chemi-
cal states and it was demonstrated that some physical changes are direct consequences of a
chemical change.

Difference of the chemical states between the amorphous states (tautome-
ric disorder & degradation) and their consequences on the physical states

Degradation
The quench of the liquid produces unavoidably a thermally degraded amorphous lactulose
(seen by NMR). This is due to the fact that crystalline lactulose starts to degrade before mel-
ting. We have established that thermal degradation increases the glass transition tempera-
ture of lactulose. This explains why the Tg values of the QFTM published in the literature
vary from authors to authors. However, thermal degradation did not seem to have any effect
on the structure and vibrational dynamics as measured by neutron scattering (D7 and IN1).

Tautomeric disorder
As many sugar molecules, the lactulose molecule possesses many isomeric forms. At least
three main tautomeric conformations - noted A, B and C in this work - have been detected,
whose concentrations have been determined by NMR and found to be dependent of the
amorphisation techniques.
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The milled compound (MIL) has a tautomeric composition identical to that of the crystal
(%A = 79.3, %B = 10.3, %C = 10.4). The milling technique thus does not induce tautomeric
changes. Milling has the great advantage of being the only amorphisation method that does
not induce thermal degradation or tautomerisation. This is important for pharmaceutical
applications, since the compound obtained after thermal degradation or tautomerisation
may have side effects.

The quenched from the liquid compound (QFTM) has the tautomeric composition of
the liquid (%A = 48.9, %B = 33.6, %C = 17.5) which is slightly different from that of the MIL
compound.

The freeze-dried (FD) and spray-dried (SD) compounds have a similar tautomeric com-
position (for the FD: %A = 23.4, %B = 68.4, %C= 8.2; for the SD: %A = 29.4, %B = 61.8, %C=
8.8), which is very different from that of the other amorphous samples. This is due to the
mutarotation which occurred when crystalline lactulose has been put in aqueous solution.
We have been able to establish experimentally and by MD simulations that the tautomer
B (majority tautomer in the SD and FD samples) has an anti-plasticising effect on the sys-
tem, whereas the tautomer A (majority tautomer in the MIL sample) has a plasticising effect.
MD simulations particularly revealed that the molecular mobility of tautomer B molecules is
significantly lower than that of tautomer A since tautomer B molecules form more intermo-
lecular HBs due to the geometry of the molecule. The difference in chemical composition
between these compounds (SD and FD) and the MIL one thus resulted in an increase of the
Tg of the material.

True physical differences between the amorphous states: stability, residual
crystallinity, local hydrogen bonds organisations

The chemical differences between the different amorphous compounds did not appear to
impact the structure of those compounds probed by neutron scattering (D7 and IN1). We
thus had the possibility of studying the effects of the amorphisation technique on the physi-
cal state of the compound, independently of any chemical change.

The milled compound is the only amorphous system which probably contains local order
structures very similar to crystals. This has been revealed:

• by the presence of two well-defined bumps at Q = 0.74 Å−1 and Q = 0.92 Å−1 corres-
ponding almost to Bragg peaks of the crystal diffraction pattern measured by neutron
diffraction (D7, ILL).

• by the fact that MIL and anhydrous crystalline samples have the same CH stretching
frequency as measured by inelastic neutron scattering (IN1, ILL).

These local order structures are also probably responsible for the easier recrystallisation pro-
pensity of the milled material over the other amorphous compounds upon annealing.

The structural information obtained by neutron scattering (D7 and IN1) does not reveal
any particular order in the QFTM compound.

Neutron scattering experiments combined with MD simulations suggest the following:

• The FD compound locally (first neighbour shell) has the same structure than that of
the QFTM compound (both have the same CH vibrational frequency, as seen on IN1).
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However, this structure seems to be less extended in the FD sample than in the QFTM
sample (the first sharp diffraction peak (FSDP) of the FD sample is broader than that
of the QFTM sample).

• The SD compound has a structure locally different from that of the other amorphous
compounds. It appears to be constituted of locally ordered structures, which give rise
to low energy peaks (below 120 meV) on the spectrum measured on IN1. They may
have also been detected on the diffraction pattern measured on D7 (broader FSDP
than that of the QFTM sample, combined with the presence of low-amplitude bumps
at low Q).

During the quenching of the liquid, a local order precursor of a stable (or metastable)
crystalline phase at low temperature is generally developed. However, neutron scattering
results showed that the local order in the QFTM compound is different from that of the
SD compound. Speculatively, this difference of local order in the SD compound is likely
to induce a frustration of the recrystallisation process. We can therefore expect that the
spray-drying method is the amorphisation method creating the least unstable amorphous
compound. Long annealing experiments of the different amorphous forms should be im-
plemented to check that point. It is worth noticing that our assumption is well in line with
experimental results obtained on trehalose materials [271], which showed that amorphous
samples produced by different routes crystallise upon heating (10 °C/min), except the SD
one.
Therefore:

MIL < FD ; QFTM < SD
increasing physical stability

In addition, α-relaxation time below and above Tg , as well as porosity, bulk density and
true (local) density of the different amorphous materials have to be measured, in order to
confirm our different interpretations.

Stability of the milled sample

Our results also demonstrated that it was possible to produce an amorphous compound
upon milling that does not recrystallise during heating at 5 °C/min. This has been achieved
on a crystalline compound milled during only 8 hours. This is a very exceptional result,
which reflects the great ease of lactulose to be amorphised during milling. The characteristic
time of the amorphisation kinetic during milling was estimated to be 11 min. This time is
much shorter than that of other sugars (typically 1 h for identical milling conditions) such
as lactose or trehalose, disaccharides of the same chemical formula having conformations
close to that of lactulose.

Trihydrate crystal

We have succeeded to formulate trihydrate crystalline lactulose by an unprecedented me-
thod of co-milling of a anhydrous crystal/water mixture in the molar proportions [1:3]. Un-
like anhydrous crystal, it has the property of being made up of a single tautomer (tautomer
A). It is quite remarkable that milling makes it possible to increase the tautomeric purity of
a material. The identification of the physico-chemical mechanisms favouring this chemical
purification would be an interesting extension of this work. In addition it was possible to
produce an amorphous lactulose by dehydrating the trihydrate crystal. Dehydration of the
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trihydrate crystal thus provides a fifth amorphisation route. A thorough study of this amor-
phisation route appears to be another promising work to perform in the near future.

Perspectives on further studies from neutron scattering and simulations

By means of neutron diffraction experiments (performed on D3, ILL), no difference of the
molecule structure in the different amorphous compounds has been detected. However,
it will be interesting to probe these compounds on synchrotron diffractometers even if the
correlations due to H atoms are absent. Since synchrotron diffractometers have better re-
solution than neutron ones, eventual intramolecular differences between the amorphous
compounds might be revealed.

Our results showed that thermal degradation might have an influence on the Boson peak
(BP) of the QFTM sample measured on FOCUS (PSI, Villigen). At the time of the FOCUS ex-
periment, we had not yet set up this rather exotic way to produce a kind of “non-degraded
quenched from the melt” compound (actually, it is a quenched from the softened MIL, SD
or FD sample, see chapter 3 for details). The BP of this “non-degraded quenched from the
melt” compound should be measured later, in order to complete our study.

Moreover, neutron spectroscopy experiments (performed on IN1, ILL) revealed a puzz-
ling softening of the CH stretching vibration. We have performed MD simulations which
suggest that molecular conformations might be different in the SD sample than in the others.
This new molecular conformations are likely to have different vibration frequencies from the
others. DFT calculations must be performed to verify this assumption. In addition, infrared
experiments might be performed on the different compounds to supplement neutron re-
sults.

By MD simulations, an amorphous box is usually generated by hyper-quenching a liquid
box. In this thesis, we have also tried to generate an amorphous box comparable to a MIL
sample, by shearing a crystalline box. The results obtained are satisfactory, since the “shea-
red box” obtained is completely disordered. Works are in progress to analyse the physical
changes that occurred during the shearing. They might give supplement information on the
differences between a QFTM sample and a MIL sample.

Throughout this work, we have studied the amorphous compounds as produced under
the conditions described in chapter 2. The MIL, SD and FD compounds contained almost
3% w/w of water. However, several works [272–276] have pointed out the important role of
water on the stability of amorphous pharmaceutical compounds. A study of the evolution of
the structural, dynamic and thermodynamic properties of the different amorphous lactulose
according to their water content would be interesting to do in the future.
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Appendix A

Modulated DSC

Temperature Modulated Differential Scanning Calorimetry (MDSC) is a technique that uses
a non-linear variation of temperature (sinusoidal variation) which is added to the linear part
of the “conventional” DSC [277]. This technique appeared some twenty years ago thanks to
the works of Reading et al. [278]. MDSC has also been the subject of several other studies
[277; 279–281]. In this annex we will briefly recall the main lines concerning MDSC, as it has
been done in previous theses in our laboratory.

In a MDSC experiment, the temperature evolution of the oven as a function of time is
given by Eq. A.1:

T(t ) = Ti +qt +Asin(ωt ) (A.1)

Where:

- T(t) is the oven temperature at time t

- Ti is the initial temperature

- t is the time

- q is the linear scanning speed

- A is the modulation amplitude

- ω is the modulation pulsation

Eq. A.1 can be divided in two parts. The first part includes the first two terms, and is cha-
racteristic of a conventional DSC experiment. On the other hand the second part, Asin(ωt),
represents a temperature sinusoidal oscillation of low-amplitude.
The time derivative of the oven temperature reflects the perturbation undergone by the
sample:

Ṫ(t ) = q +Aωcos(ωt ) (A.2)

The response of the sample is a modulated heat flow of the same period (but out of phase
with respect to the perturbation):

Q̇(t ) = qCp (q, qt )+ Q̇ci n(qt , t )+ Q̇0(ω)cos(ωt −ϕ) (A.3)
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As Eq. A.1, Eq. A.3 can be divided in two parts. The first part (qCp (q, qt )+ Q̇ci n(qt , t )) is
identical to the response of the sample during a conventional DSC experiment. The second
part (Q̇0(ω)cos(ωt−ϕ)) is the response of the sample during a MDSC experiment. These two
parts are estimated by MDSC, by doing the time average of the modulated heat flow over four
modulation cycles. The information retrieved by a conventional DSC technique is therefore
achievable with a MDSC experiment thanks to the mean heat flow, which is written as:

Q̇ =
〈

Q̇(qt , t )
〉

= qCp (q, qt )+ Q̇ci n(qt , t ) (A.4)

The first term (qCp (q, qt )) is characteristic of a conventional DSC experiment. This term
comes from the fact that, when a sample is subjected to a temperature variation, it exchanges
a heat flow which is proportional to its specific heat Cp , with the source. The second term
(Q̇ci n(qt , t )) is due to the fact that certain transformations, in particular those involving en-
thalpy catch-up during the heating of a glass, or latent heat, bring an additional heat flow,
noted Q̇ci n .

Using the complex notation, the perturbation of a modulated signal is given by Eq. A.5,
and the complex susceptibility - defines by the ratio between the complex amplitude of the
response and the perturbation - is given by Eq. A.6:

Ṫmod = Ṫ0 cos(ωt ) = Re
(
Ṫ0 exp(−iωt )

)
(A.5)

χ∗(ω) =
Q̇ω,ϕ

Ṫ0
= C∗

p (ω)+χ∗i nc (ω) (A.6)

Where:

- C∗
p (ω) represents the complex specific heat of the material. It indicates how the mate-

rial responds to the sinusoidal temperature perturbation, without any kinetic process.

- χ∗i nc (ω) is associated with kinetic transformations (structural relaxations, crystallisa-
tions ...). It is the imaginary term of Eq. A.6.

Experimentally, the complex susceptibility χ∗i nc (ω) is easily accessible. It corresponds to
the ratio between the amplitudes of the oscillations of the heat flux and of the modulation of
temperature. Its modulus is given by Eq. A.7:

∣∣χ∗(ω)
∣∣ =

Q̇0

Ṫ0
(A.7)

An example of the information accessible by MDSC is illustrated in figure A.1. This shows
results obtained on maltitol [279].

In the figure, one can see that:

- the phase shift ϕ has an extremum at Tω = 48 °C.

- there is a specific heat jump at Tg = 44 °C characteristic of a glass transition.

- A jump of the modulated specific heat amplitude at Tω = 48 °C.
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Appendix A. Modulated DSC

Figure A.1 – a) Raw MDSC signals: evolution of the derivatives of the modulated heat flow and the
modulated temperature, as a function of temperature.
b) Evolution of the specific heat and the phase shift that occurs in the glass transition
region, as a function of temperature.
The curves were recorded during heating at 2 °C/min, with a modulation amplitude A
= 0.2 °C. Taken from [279].

Tω is function of the modulation frequency whereas, Tg is function of the average scanning
speed. This explains the difference between the two temperatures at the glass transition.

In a MDSC experiment, the total heat flow can be decomposed into a reversible heat flow
and a non reversible heat flow:

- the reversible heat flow corresponds to the response of the sample in term of heat
capacity. It is proportional to the specific heat of the material.

- the non reversible heat flow shows the kinetic contributions (physical aging or recrys-
tallisation) of the thermal response. It is obtained from the subtraction between the
reversible heat flow and the total heat flow.
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Appendix B

Neutron data treatment

B.1 Data corrections from scratch: “instrumental” corrections

When doing a neutron scattering experiment, the intensity Imeas(2θ) recorded is proportio-
nal to the experimental differential cross-section per atom of the sample and its surroun-
dings. This measured intensity does not exactly represent the number of neutrons scattered
by the sample (Isca(2θ)). Indeed, the number of neutrons detected at the different detectors
should be corrected knowing some features of the instruments, in order to be reliable and
more realistic (i.e. closer to Isca(2θ)). The instrument responsible usually does these opera-
tions. They account for the detector dead time correction, normalisation to monitor counts
and correction of the different efficiencies of each detector. The experimental error is also
determined, and for some cases, numor grouping have to be performed.

- Detector dead time correction: The detector dead time is the minimum amount of
time that must separate two neutrons arriving to the detector so that they will be re-
corded as distinct events. There are thus some hot neutrons that are not detected, and
a correction should be applied.

- Normalisation to monitor: The neutron flux can have small fluctuations and may dif-
fer at different moments of the experiment. All measurements thus have to be nor-
malised to the number of neutrons detected by the monitor (the monitor counts the
number of neutrons just before the sample).

- Detector efficiency: Because detectors are not perfectly identical, they do not have
the same efficiency. The different detectors can detect a different number of neutrons
when the same incident flux is impinging on them. The different detectors thus have
to be calibrated.

- Numor grouping: Due to the angular separation between detectors, several measu-
rements have to be performed with the detector bank at different offset angles, to be
able to measure the whole scattering (this is done for many diffractometers). Each one
of these single measurements is called numor (it represents the NUMber Of Runs) and
yields an incomplete spectrum. The grouping and averaging of the different numors
into a single measurement thus have to be performed.

- Experimental error: after each experiment, it is always important to know the expe-
rimental error, i.e. how much the measurement differs from the average value of the
magnitude. Errors are usually estimated using the fact that the standard deviation in a

V



B.2. Diffraction

counting experiment is predicted to tend to σ =
p

N as the number of counts N tends
to infinity.

B.2 Diffraction

When all those instrumental corrections are applied, the diffraction pattern of the neutrons
scattered by the sample and its surroundings I(2θ) is obtained. It can be easily convert to
I(Q):

Q =
4π

λ
sin(2θ/2) (B.1)

I(Q) should be corrected in order to obtain the scattering function S(Q) of the sample in
absolute units, that can be compared with others techniques, or to experiments performed
with other instruments on the same material in similar conditions. Therefore, one should:

- Carefully subtract the non-sample contributions from the background (due to electro-
nic noise for example, or radiations), from the neutrons scattered by the sample en-
vironment and the sample holder, in order to extract the sample contribution. In our
case, we have measure the empty sample environment (empty instrument IMTI(Q))
as the background. Further measurement of an absorbing specimen (e.g. cadmium,
10B4C) and of the sample holder within the sample environment (the empty can Ican(Q))
have to be carried out. They are useful for performing attenuation corrections.

- Correct the signal from attenuation (resulting from both scattering and absorption)
and multiple scattering events.

When considering the sample as having several point-like, the mean free path of the neu-
trons before interacting with the sample is much larger than the sample dimensions. Then,
most of them will go through the sample without interacting, and only a few will be scattered
(likely just once) or absorbed. In such situation, there is almost no need to perform attenua-
tion and multiple scattering corrections. Unfortunately, the flux of neutrons is very low, even
in a reactor source, and one usually needs to fill a big amount of sample in the container in
order to reduce the counting time. Therefore, attenuation and multiple scattering events can
become non negligible and may be to correct.

Paalman and Pings [282] have treated attenuation corrections arising from absorption
and scattering of a completely and uniformly illuminated sample of cylindrical geometry in
an annular container. They provide coefficients, which depend on the scattering angle, and
allow a proper subtraction of the empty container diffractogram taking into account the at-
tenuation of the sample and its container. This method can be extended to other sample
and container geometry [283]. However, it is important to precise that its approach does not
take into account multiple scattering events. It should therefore be used after correcting the
signal from multiple scattering.

Multiple scattering is quite difficult to correct, and highly depends on the sample and
the sample container geometry. It is always better to avoid them at more by choosing appro-
priate sample container geometry (annular container for example). Nevertheless, if needed,
one can treat them thanks to numerical approaches (Monte Carlo simulations in general),

VI



Appendix B. Neutron data treatment

which commonly assume isotropic and elastic scattering [284–287].

After the signal has been treated from non-sample contributions, attenuation and mul-
tiple scattering, the new I(Q) is a single-scattering non attenuated signal of the sample, wi-
thout any background. Some further treatments should be performed to extract the S(Q)
function:

- Normalisation: The normalisation of a sample diffraction intensity to an absolute
cross section can be performed by comparing it to another sample of known cross-
section and volume in the beam. In our case, a vanadium rod was measured for this
purpose. Vanadium is commonly used as a normalisation standard because its accu-
rately known cross-section is almost completely incoherent and therefore isotropic.
Its diffraction pattern is quite a horizontal line, quite appropriate for normalisation
purposes. The normalisation by vanadium does also “treat”, in a very simple way, the
resolution in the intensity measured.

- Inelasticity: In practice, in diffraction experiments, the detectors integrate all the neu-
trons regardless of their energy exchanges with the sample (this is why the scattering
function measured on a diffractometer is named total scattering function). However,
inelastic events should be avoided, or treated in order to fulfill the static approximation
[250]. The breakdown of the static approximation happens for samples that contain
light atoms such as H, more subject to large recoil after the scattering event, or for hi-
gher scattering angles, where the energy and momentum exchange is greater. If inelas-
ticity effects are not well corrected, too short interatomic distances may be obtained
in the PDF function [250]. The common way to treat inelasticity effects is by applying
Placzek corrections [288].

After having done all those treatments, the total scattering function S(Q) is therefore ob-
tained.

D3 data treatment

Spin flip and non-spin flip intensities have been measured for each sample, using D3 pola-
rised neutron diffractometer. However, some of the corrections previously mentioned have
to be done only on the total intensity. We have used the following procedure:

1) We obtain Itotal = Ispinflip + Inon-spinflip of the sample, the vanadium (vana), the empty
can (can) and the empty instument (MTI). For the case of the sample, using Eqs. 5.17
5.18, we obtained the Icoh and Iinc not yet corrected. This calculation is useful to know
the ratio of the coherent and incoherent contributions in the total scattering. This
information will be needed afterwards.

2) We remove the MTI signal from the total signal of the sample, the vanadium and the
empty can signals:



Inew
sample = Isample − IMTI

Inew
vana = Ivana − IMTI

Inew
can = Ican − IMTI

(B.2)
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B.2. Diffraction

3) Thereafter, the sample and empty can intensities are normalised with the vanadium to
obtained the differential scattering cross section


σsample = c1∗ Inew

sample

Inew
vana

σcan = c2∗ Inew
can

Inew
vana

(B.3)

Where c1 is the ratio between the number of vanadium atoms “seen” by the neutrons
during the vanadium measurement, and the number of atoms (sample + container)
seen by the neutrons during the sample measurement. Similarly, c2 is the ratio bet-
ween the number of vanadium atoms seen by the neutrons during the vanadium mea-
surement, and the number of atoms seen by the neutrons during the empty can mea-
surement.

4) We thus remove the empty can contribution in σsample:

σnew
sample =σsample −0.90∗σcan (B.4)

This new σsample is thus separated into the coherent and incoherent contribution at
each Q value, following the ratio previously determined. We thus obtained the co-
herent scattering cross section σcoh, where there still have inelastic contribution, and
a small amount of incoherent scattering due to isotopic disorder. Both are treated with
Placzek corrections [288]: a Placzek polynomial is fitted on the data, and removed from
the data to obtained the total scattering function S(Q).

NB: We have also tried to correct D3 data from multiple scattering, attenuation and in-
elasticity effects in a consistent way using Monte Carlo (MC) simulations. MC simulations
perform all those three corrections as a whole, and might be more accurate. However, our
tests have shown that the results obtained are very close to that obtained with the “classic”
treatment method. The results presented in chapter 5 have thus been obtained after having
reduce data in the “classic” approach, for obvious reason of simplicity. The interested reader
is referred to articles of Dawidowski [287; 289] for a better understanding of the MC simula-
tions method.

D7 data treatment

As in the case of D3 measurements, spin-flip and non spin-flip signals have been measured
and treated following the same logic, in order to extract the coherent scattering cross sec-
tion. We have used several routines available in the LAMP platform developed by the CS
group at ILL, to reduce D7 data. A data treatment script can be found below. The new point
in the script is the polarisation analysis of the incident beam. Indeed, data must be cor-
rected for the finite polarisation of the incident beam. They must also be corrected for the
analysing power of the analysers in the scattered beam, since the efficiency of the analyser
highly depends on the wavelength of the detected neutron [252]. This is achieved by doing a
measurement of the diffuse scattering from an amorphous silica (quartz) rod. The scattering
from amorphous silica is entirely nuclear, so that for a perfectly polarised beam and perfect
analysers, there should be no spin-flip scattering. Another advantage of amorphous silica
is that, since it is a glass, it gives a good scattering intensity over the whole multi-detector
simultaneously.
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; Lactulose measurement , Nov 2016

V= 8.539 ; Vanadium mass

D= 20161115 ; D7 calibration file

Q= 277999 ; Quartz calibration for (X,Y,Z)

W= 278051 ; Vanadium calibration

Z=[] ; Zero detector 2

; Isotopic incoherent from sample (2.0*1.1 + 4.0*0.32)

/(4.0*! pi)

;RDSET ,path=’/net/serdon/illdata/data/d7/exp_6 -05 -974/

processed ’

; Load empties

w1=rdand (277978 ,277988)

w1=w1(*,0:1,*) & p1(2)=2

w1=d7_calibration(w1 ,calib=d)

; Load cadmium

w2=rdand (278022 ,278032)

w2=w2(*,0:1,*) & p2(2)=2

w2=d7_calibration(w2 ,calib=d)

;RDSET ,path=’/net/serdon/illdata/data/d7/exp_6 -05 -974/ rawdata

/’

; QFTM

S= 2.7 ; Sample mass

F= 12.0*12.011+22.0*1.0079+11.0*15.999; Formula weight

; Transmission

A=(mean ([7696.0 ,9552.0 ,7437.0 ,7504.0]) -86.0)/(mean

([12787.0 ,12768.0]) -86.0)

B=A

; Load Data

w4=rdand (279189 ,279199) ; Run 1

w5=rdand (279200 ,279210) & w4=w4+w5 & n4=n4+n5 ; Run 2

w5=rdand (279211 ,279221) & w4=w4+w5 & n4=n4+n5 ; Run 3

w5=rdand (279222 ,279232) & w4=w4+w5 & n4=n4+n5 ; Run 4

w5=rdand (279233 ,279243) & w4=w4+w5 & n4=n4+n5 ; Run 5

w40=w4

@standard_reduction_6pt

w20=w56 ; Data vs Q

w30=w55 ; All data vs twotheta

;d17_save ,w20 ,’QFTM.txt ’,header=’Lactulose QFTM @ 300K. [Tot

NSI NC]’,outformat=’xye ’
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B.3. Spectroscopy

B.3 Spectroscopy

FOCUS data treatment

We have used several routines available in the LAMP platform developed by the CS group at
ILL, to reduce FOCUS data. A data treatment script of the can be found below. Basically, it
has the following steps:

- Suppression of bad detectors.

- Normalisation of the data to the rate counts of the monitor mounts in front of the
sample (i.e. normalise to the number of incident neutrons).

- Time of flight (TOF) correction (wavelength calibration) at the different cycles of the
experiment.

- Subtraction of sample container contribution, taking into account the sample trans-
mission.

- Detector efficiency correction. This is done by normalising the data with the integra-
ted intensity of a vanadium sample with identical to the sample container geometry.
This normalisation also “corrects” the Debye-Waller (DW) decrease at high Q. The va-
nadium being a dominant incoherent scatterer, its spectrum should not be angular
dependent (no coherent signal), and any change in the value obtained at the different
detectors is due to a different detector efficiencies, but also to the DW factor.

- Detector grouping of the data to improve the statistics of the signal.

- Conversion from TOF to ω, and 2θ to Q, in order to obtain S(Q,ω).

- Further energy (ω) and wave vector (Q) transfer binning are applied.

We have assumed the data overlapping negligible (i.e. there are a negligible amount of
neutrons per pulse which are counted at the next pulses), and have thus not corrected them.
Multiple scattering has also been considered negligible.

;;;;;;;;;;;;;;;;;;;;;;;;;;

; Fred Ngono , FOCUS data treatment

;;;;;;;;;;;;;;;;;;;;;;;;;;

; list of bad detectors

s = ’1-9,13-14,16-17,19-20,22-23,25-26,255,368-369,371-375’

w1 = rdopr ( ’2561 >2570 ’) ; sample

w1 = normalise(w1)

w1 = lineup(w1)

w1 = remove_spectra(w1 , badSpectra=s, /verbose)

w1 = sumbank(w1)

w2 = rdopr ( ’2506 >2510 ’) ; vana

w2 = normalise(w2)

w2 = lineup(w2)
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Appendix B. Neutron data treatment

w2 = remove_spectra(w2 , badSpectra=s, /verbose)

w2 = sumbank(w2)

w3 = rdopr ( ’2465 >2466 ’) ; empty cell

w3 = normalise(w3)

w3 = lineup(w3)

w3 = remove_spectra(w3 , badSpectra=s, /verbose)

w3 = sumbank(w3)

w4 = w1 - 0.9*w3

e4 = sqrt(e1^2 + (0.9*e3)^2)

w5 = w2 - 0.9*w3

e5 = sqrt(e2^2 + (0.9*e3)^2)

w7 = vnorm(w4, w5, min=500,max =565) ; bords de la ligne

elastique , given in TOF

w8 = corr_tof(w7 , /det_eff) ; relation detector efficiency vs

energy , as on D7

w9 = t2e(w8) ; This is S(2theta ,w)

w20 = w9*1e6

w18=reb(w20 , dE=0.01 , /force) ; This gives S(2theta ,w) where

w is rebinned.

w11 = gdos(w9 , emin=-25, emax=0, /inverse)

w12 = total(w11 ,2) ; This is g(w)

w15 = w12/int_tabulated(x12 ,w12) ; w15 is the normalised

gdos(w) function

IN1-LAGRANGE data treatment

We have used several routines available in the LAMP platform developed by the CS group
at ILL, to reduce IN1-LAGRANGE data. A data treatment script of the can be found below.
Basically, it has the following steps:

- Subtraction of the sample container contribution.

- Efficiency correction of the monitor.

- Subtraction of the background.

- Normalisation of the integrated signal to unity.

;;;;;;;;;;;;;;;;;;;;;;;;;;

; Frederic Ngono , IN1 data treatment

;;;;;;;;;;;;;;;;;;;;;;;;;;
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; The workspace w50 should have the water file result

measured with the monochromator used during the experiment

; T=10K

w1=rdrun (9850) ; sample

w1=w1/n1 & x1=x1 & e1=e1/n1 & n1[*] = 1.0

w2=rdrun (9851) ; sample

w2=w2/n2 & x2=x2 & e2=e2/n2 & n2[*] = 1.0

w3=rdrun (9852) ; sample

w3=w3/n3 & x3=x3 & e3=e3/n3 & n3[*] = 1.0

w5=[w1 ,w2 ,w3] & x5=[x1 ,x2 ,x3] & e5=[e1 ,e2,e3] & n5=[n1 ,n2,n3]

w6=interpol(w50 ,x50 ,x5) & x6=interpol(x50 ,x50 ,x5) & n6=

interpol(n50 ,x50 ,x5) & e6=interpol(e50 ,x50 ,x5)

w7=w5*w6 & x7=x5 & n7=n5 & e7=e5

w10=rdopr ( ’9916 >9918 ’) ; empty cell

w10=w10/n10 & x10=x10 & e10=e10/n10 & n10[*] = 1.0

w16=interpol(w50 ,x50 ,x10) & x16=interpol(x50 ,x50 ,x10) & n16=

interpol(n50 ,x50 ,x10) & e16=interpol(e50 ,x50 ,x10)

w17=w10*w16 & x17=x10 & n17=n10 & e17=e10

w20=w7 -w17 & x20=x7 -4.5 & e20=sqrt(e7^2+e17 ^2) ; e is the

errorbar , x is the energy , we always have a shift of 4.5

meV to do.

w40=w20/int_tabulated(x20 ,w20) ; w40 is the normalised gdos(w

) function.

XII



Appendix C

The OPLS force field

In the matter, atoms interact together. The idea behind a force field (FF) is to model the true
interatomic potential by a mathematical expression. It must be simple enough to be quickly
evaluated (with the available computational power), but sufficiently detailed to reproduce
the properties of interest. The FF consists of an analytical form of the interatomic potential
energy, U(~r1, ~r2, . . . , ~rN), and a set of parameters entering into this form. These parameters
can be obtained:

- from ab initio calculations

- from semi-empirical quantum mechanical calculations

- by fitting to experimental data such as neutron, X-ray, NMR, etc.

There are many FF available in the literature, oriented to treat different kinds of systems.
Almost all of them are always composed of intramolecular terms - used to describe bon-
ded interactions1 (stretching, bending and dihedral) -, and “intermolecular” terms - used
to model non-bonded interactions (Van der Waals, electrostatic) -. For the most complex
of them, there are also additional terms (cross terms, describing the coupling between mo-
tions as stretching and bending, etc.) that allow to better reproduce the experimental results.

The OPLS-AA (optimised potentials for liquid simulations all-atom) FF is a second gene-
ration force field designed for organic molecules. Bond stretching and angle bending para-
meters have been adopted mostly from the AMBER all-atom FF (it is a FF primarily deve-
loped for protein and nucleic acid systems) [290–292]. Torsional parameters were primarily
determined by fitting to rotational energy profiles obtained from ab initio calculations [194].
Torsional parameters were later refined using better fitting techniques and accurate ab ini-
tio calculations [293]. Non-bonded parameters were developed in conjunction with Monte
Carlo statistical mechanics simulations (performed with the BOSS program [294], version
3.6) by computing the structures and thermodynamic properties of more than 30 pure or-
ganic liquids (methanol, propanol, 2-propanol, 2-methyl-2-propanol, ethyl methyl sulfide,
etc.) [194].

Some parts of the FF parameters used during the MD simulations performed in this work
(with the DL_POLY software) are shown below.

1Interactions between atoms linked by covalent bonds.
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lactulose

UNITS kcal

MOLECULES 1

lactulose

nummols 64

atoms 45

OH0171 15.999400 -0.700000 1 0

OH0171 15.999400 -0.700000 1 0

OH0171 15.999400 -0.700000 1 0

OS0186 15.999400 -0.400000 1 0

HC0194 1.008000 0.100000 1 0

.

.

.

HO0172 1.008000 0.418000 1 0

HO0172 1.008000 0.435000 1 0

CT0173 12.010000 0.145000 1 0

HO0172 1.008000 0.418000 1 0

HO0172 1.008000 0.418000 1 0

bonds 46

harm 1 19 1106.000000 0.945000

harm 1 21 640.000000 1.410000

harm 2 22 1106.000000 0.945000

harm 2 23 640.000000 1.410000

harm 3 24 1106.000000 0.945000

.

.

.

harm 35 40 680.000000 1.090000

harm 36 38 536.000000 1.529000

harm 37 43 680.000000 1.090000

harm 38 40 536.000000 1.529000

harm 39 43 680.000000 1.090000

harm 40 43 536.000000 1.529000

angles 83

harm 19 1 21 110.000000 108.500000

harm 22 2 23 110.000000 108.500000

harm 24 3 27 110.000000 108.500000

harm 20 4 29 120.000000 109.500000

harm 28 6 33 110.000000 108.500000

harm 20 8 38 120.000000 109.500000

harm 25 10 41 110.000000 108.500000

harm 31 12 42 110.000000 108.500000

harm 36 14 44 110.000000 108.500000

harm 31 16 40 120.000000 109.500000

.

.

.
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harm 16 40 43 100.000000 109.500000

harm 35 40 38 75.000000 110.700000

harm 35 40 43 75.000000 110.700000

harm 38 40 43 116.700000 112.700000

harm 18 43 37 70.000000 109.500000

harm 18 43 39 70.000000 109.500000

harm 18 43 40 100.000000 109.500000

harm 37 43 39 66.000000 107.800000

harm 37 43 40 75.000000 110.700000

harm 39 43 40 75.000000 110.700000

dihedrals 189

cos 19 1 21 7 0.176200 0.000000 3.000000

0.500000 0.500000

cos 19 1 21 23 1.337000 0.000000 1.000000

0.500000 0.500000

cos 19 1 21 23 -1.441500 180.000000 2.000000

0.500000 0.500000

cos 19 1 21 23 0.513000 0.000000 3.000000

0.500000 0.500000

cos 22 2 23 9 0.176200 0.000000 3.000000

0.500000 0.500000

cos 22 2 23 21 1.337000 0.000000 1.000000

0.500000 0.500000

cos 22 2 23 21 -1.441500 180.000000 2.000000

0.500000 0.500000

cos 22 2 23 21 0.513000 0.000000 3.000000

0.500000 0.500000

cos 22 2 23 27 1.337000 0.000000 1.000000

0.500000 0.500000

cos 22 2 23 27 -1.441500 180.000000 2.000000

0.500000 0.500000

cos 22 2 23 27 0.513000 0.000000 3.000000

0.500000 0.500000

.

.

.

cos 16 40 43 18 2.159500 0.000000 1.000000

0.500000 0.500000

cos 16 40 43 37 0.234000 0.000000 3.000000

0.500000 0.500000

cos 16 40 43 39 0.234000 0.000000 3.000000

0.500000 0.500000

cos 35 40 43 18 0.234000 0.000000 3.000000

0.500000 0.500000

cos 35 40 43 37 0.150000 0.000000 3.000000

0.500000 0.500000

cos 35 40 43 39 0.150000 0.000000 3.000000

0.500000 0.500000
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cos 38 40 43 18 0.855500 0.000000 1.000000

0.500000 0.500000

cos 38 40 43 18 -0.250000 180.000000 2.000000

0.500000 0.500000

cos 38 40 43 18 0.331500 0.000000 3.000000

0.500000 0.500000

cos 38 40 43 37 0.150000 0.000000 3.000000

0.500000 0.500000

cos 38 40 43 39 0.150000 0.000000 3.000000

0.500000 0.500000

finish

VDW 36

OH0171 OH0171 lj 0.170000 3.070000

OH0171 OS0186 lj 0.154272 2.983790

OH0171 HC0194 lj 0.071414 2.770379

OH0171 HC0176 lj 0.071414 2.770379

OH0171 CO0193 lj 0.105925 3.277957

OH0171 CT0174 lj 0.105925 3.277957

OH0171 CT0173 lj 0.105925 3.277957

.

.

.

CO0193 CO0198 lj 0.066000 3.500000

CT0174 CT0174 lj 0.066000 3.500000

CT0174 CT0173 lj 0.066000 3.500000

CT0174 CO0198 lj 0.066000 3.500000

CT0173 CT0173 lj 0.066000 3.500000

CT0173 CO0198 lj 0.066000 3.500000

CO0198 CO0198 lj 0.066000 3.500000

CLOSE

XVI
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