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Resumo
Teixeira, M. H. Estrutura, dinâmica e reatividade de cofatores na cadeia de
transporte de elétrons 2020. 91p. Tese - Programa de Pós-Graduação em Bioquímica.
Instituto de Química, Universidade de São Paulo, São Paulo.

Simulação computacional é uma ferramenta poderosa para estudos em diversos campos
da ciência. Neste trabalho utilizamos modelagem molecular para investigar microscopi-
camente o funcionamento de cofatores da cadeia transportadora de elétrons (ETC) em
bactérias e mitocôndrias. As quinonas e agregados de ferro-enxofre (Fe-S) estudados aqui
são respectivamente os maiores responsáveis pelo transporte de elétrons inter- e intra-
complexos da cadeia respiratória. Entender o comportamento de quinonas dentro de
membranas permite fazer previsões sobre as suas interações com proteínas. Simulações
de dinâmica molecular clássica com campos de força aditivos realizadas aqui mostraram
que a localização de diversas quinonas em uma membrana lipídica com composição simi-
lar à membrana interna de mitocôndrias é constante para diferentes quinonas naturais
e compatível com a posição dos respectivos sítios de ligação em domínios membranares
dos complexos da ETC. O flip-flop de ubiquinona na membrana mitocondrial é facili-
tado pela sua maior porosidade, fruto de lipídeos insaturados que permitem a intrusão
de algumas moléculas de água junto à cabeça polar da quinona. A difusão transversal
facilitada impede que este evento limite a taxa de renovação da ETC. O complexo res-
piratório I da ETC apresenta o sítio de redução de quinonas mais enterrado entre seus
pares. O substrato ubiquinona deve transitar de um ambiente membranar por um longo e
estreito túnel até o domínio hidrofílico proteico, onde o processo de redução para a forma
quinol é catalisado. Para entender este processo, foram realizadas simulações atomísticas
com amostragem aumentada por potencial guarda-chuva do processo de ligação da qui-
nona no complexo I da bactéria Thermos thermophilus. Nestas simulações, um segundo
sítio estável, um intermediário no processo de ligação, foi identificado. Este pode estar
relacionado ao acoplamento entre o transporte de elétrons e o bombeamento de prótons
catalisados pelo complexo I. Recentemente, este intermediário foi isolado e comprovado
experimentalmente. Também detectamos uma abundante hidratação interna do túnel de
ligação que dificilmente é detectada em experimentos devido à mobilidade e tamanho das
moléculas de água. O balanço desta hidratação é responsável pela energética de ligação
de quinonas de cauda longa e curta observada nos perfis de energia livre calculados. Ou-
tros cofatores, agregados de Fe-S, têm papel fundamental no transporte de elétrons entre
sítios distantes dentro de uma mesma proteína. Além disso, agregados de Fe-S oferecem
suporte para o enovelamento e estruturação de enzimas envolvidas em diversas vias me-
tabólicas. Aqui, um modelo isolado para hidrólise do agregado mononuclear de Fe-S foi
utilizado para explorar os possíveis mecanismos desta reação. O mecanismo concertado
de complexação e desprotonação de uma molécula de água com a saída de um grupo tiol
apresenta as menores barreiras. Em pH baixo, este mecanismo apresenta barreiras ainda
menores e, portanto, pode ser o mecanismo catalítico utilizado por enzimas na síntese e
degradação de agregados de Fe-S. As baixas barreiras observadas em meio ácido sugerem
que agregados de Fe-S devem estar enterrados em proteínas para evitar sua degradação.

Palavras–chave: cadeia transportadora de elétrons, complexo respiratório I, quinonas, agre-
gados de ferro-enxofre, dinâmica molecular, energia livre





Abstract
Teixeira, M. H. Structure, dynamics and reactivity of cofactors in the electron
transport chain 2020. 91p. PhD Thesis - Graduate Program in Biochemistry. Instituto
de Química, Universidade de São Paulo, São Paulo.

Computer simulations are powerful tools in several science fields. Here, we apply molecu-
lar modeling to microscopically investigate how cofactors of the electron transport chain
(ETC) work in bacteria and mitochondria. Quinones and iron-sulfur (Fe-S) clusters studied
here are the major players respectively on inter- and intra-electron transport on respira-
tory chain complexes. Understanding of how quinones behave inside membranes allows
predictions of their interactions with proteins. Classical molecular dynamics simulations
with additive force fields performed here have shown that localization of different quinones
in a lipid membrane with similar composition to inner mitochondrial membranes is con-
stant to several natural quinones and compatible with respective quinone binding sites
located in hydrophobic domains of ETC complexes. Ubiquinone flip-flop in the mitochon-
drial membrane is easier due to a higher porosity, created by unsaturated lipids that allow
intrusion of few water molecules together with the the quinone polar head. A facilitated
transversal diffusion prevents this event to limit the turnover rate of ETC. The respira-
tory complex I presents the most buried quinone reduction site of all ETC complexes. The
substrate ubiquinone has to transit from a membrane environment through a narrow and
long tunnel up to the hydrophilic protein domain, where the reduction process to quinol
form is catalyzed. To understand this process, atomistic umbrella sampling simulations of
the quinone binding process in the complex I of the bacteria Thermos thermophilus were
performed. On these simulations, a second stable site, an intermediary in the binding pro-
cess, was identified. This may be related to the coupling between the electron transport
and proton pumping processes catalyzed by complex I. Recently, this intermediary was
isolated and verified experimentally. We also found extensive internal hydration inside the
binding tunnel which is hardly detected experimentally due to the size and mobility of
water molecules. The balance of such hydration is responsible for the binding energetics of
long and small tail quinones observed on the calculated free energy profiles. Another class
of cofactors, Fe-S clusters, has a fundamental role in the electron transport between dis-
tant sites present inside the same protein. Moreover, Fe-S clusters offer structural support
to folding and shape of enzymes involved in several metabolic pathways. Here, an isolated
model for hydrolysis of a mononuclear Fe-S cluster was chosen to explore possible mecha-
nisms for this reaction. The concerted mechanism of complexation and deprotonation of a
water molecule with the leave of a thiol group presents the smaller energy barriers. At low
pH, this mechanism presents even smaller barriers and, therefore, may be the catalytic
mechanism employed by enzymes in biosynthesis and degradation of Fe-S clusters. The
small barriers found in acidic conditions suggest that functional Fe-S clusters should be
buried in proteins to avoid its degradation.

Keywords: electron transport chain, respiratory complex I, quinones, iron-sulfur clusters,
molecular dynamics, free energy
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1 Introduction

The triad theory, modeling and experimentation is the base of modern science

[1]. Recently, the relevance of computational modeling has been raising due to steady

advances on computational power (better machines [2, 3] and optimized algorithms) and

new methodologies with cheaper and more accurate approximations [4, 5].

Open questions on biochemistry and biophysics have been addressed by computer

simulations, bringing insights and explanations for several phenomena such as cellular

movement [6, 7], biomolecules diffusion and binding [8–10], enzymatic catalysis [11–13],

protein folding [14,15] and so on. In 2013, a Nobel prize was credited to Warshel, Karplus

and Levitt in recognition of the development of hybrid quantum chemical and molecular

mechanics (QC/MM) potentials to describe macromolecular systems like whole enzymes

in condensed phase [16].

In this work, these computational methods are employed to study the electron

transport chain (ETC). ETC, an ubiquitous and central metabolic pathway, is a constant

subject of experimental [17–23] and computational studies [24–26]. Specifically, two essen-

tial cofactors of this pathway, quinones (Q) and iron-sulfur (Fe-S) clusters, are studied in

this thesis. Both of them take part in energy transduction processes respectively between

and inside membrane proteins of the ETC.

This thesis is organized as follows: This is an introductory chapter (1) designed to

contextualize the reader with the subject of study (section 1.1), the questions addressed

(section 1.2) and how it has been done (computational methods, section 1.3). The three

following chapters (2-4) include published results and a last chapter (5) presents final

remarks, conclusions and perspectives.
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1.1 Electron Transport Chain

Living organisms centralize their metabolism in a few metabolites to increase ef-

ficiency and flexibility [27]. A key metabolite is adenosine tri-phosphate (ATP). This

molecule is the main energy “currency” in cells and control of its concentration is essen-

tial to regulate their metabolism [28].

The major route to synthesize ATP in cells is oxidative phosphorylation (OxPhos),

from which the ETC is part of [28]. It is ubiquitous, from bacteria to humans, and its

malfunction leads to cell death and severe diseases [29–31].

In the inner membrane of mitochondria (fig. 1), the ETC is known as respiratory

chain and composed essentially by four protein complexes (commonly named complex I to

IV). In this context, ATP synthase is also known as respiratory complex V, even though

it is not directly involved in electron transport.

Complexes I and II catalyze the oxidation of nicotine adenine dinucleotide (NADH)

and succinate, respectively. These two complexes are the pathway entrances and redirect

electrons to the following complexes through mobile quinols (QH2). Electrons are finally

delivered to oxygen molecules by complex IV. Part of the energy released in these oxido-

reduction processes is stored in a proton gradient between intermembrane space (IMS)

and mitochondria matrix. When complex V dissipates the generated proton gradient, ATP

molecules recently synthesized and still strongly attached to its catalytic site can then be

released to the mitochondria matrix.

Several protein cofactors play fundamental roles in these proteins. Two of them,

quinones and Fe-S clusters are present in multiple points of this pathway and are the

main subjects of this thesis. Comments on the first three complexes are given in section

1.1.1 with special attention to complex I. All of these proteins interact directly with

quinones and move electrons between their reactive sites through "conductive" chains of

Fe-S clusters. Further details on quinones and Fe-S clusters are given on section 1.1.2.
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Figure 1 – The electron transport chain is composed by four transmembrane complexes
localized in the inner mitochondrial membrane. Complexes I, III and IV gen-
erate a proton gradient that drives ATP synthesis in the F1FO-ATP synthase.
Complex II provides a second entry point for electrons through succinate oxi-
dation. Electrons extracted in complex I and II are shuttled to complex III by
an ubiquinone(Q)/ubiquinol(QH2) pool. This figure is extracted from ref [32].

1.1.1 Complex I, II and III

The biggest of the five complexes mentioned, the "NADH:ubiquinone oxidoreduc-

tase", or simply respiratory complex I, is unique. It is a huge and fully asymmetrical

multidomain protein. The prokaryotic protein is usually composed by 14 subunits (∼500

kDa mass) which compose the catalytic core and, thus, are highly conserved among all

species. The mammalian protein is even more sophisticated. It presents additional 31 sub-

units (summing up to 1 MDa mass including the core) which may participate in complex

assembly, stability and regulation (fig. 2) [32,33].

Not surprisingly, its extent covers both leaflets of the inner mitochondrial mem-

brane and part of mitochondria matrix. The soluble domain possesses both, NADH ox-

idizing and quinone reductive, reactive sites. These two sites are more than 80Å away

of each other, and thus too far apart to enable directly electron tunneling. The redox

process operate by electrons tunneling indirectly from the NADH oxidizing site to the N2

iron-sulfur cluster through six iron-sulfur clusters. A quinol is then formed by transferring

electrons from N2 cluster and protons from neighbor residues to a bound quinone (fig. 3).
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Figure 2 – (A) Thermus thermophilus complex I structure (PDB code: 4HEA). (B) Homo
sapiens complex I structure (PDB code: 5XTD). Protein surfaces are presented
in grey and red for catalytic and supernumerary subunits, respectively. On T.
thermophilus structure, quinone reduction site (cyan shade), NADH oxidation
site (yellow shade) and iron-sulfur cluster (spheres) are also indicated.

Quinone binding requires that quinones crawl up from a membrane environment

to inside of the soluble domain. This molecular diffusion occurs through a narrow chamber

(Q-chamber) connecting the membrane/water interface and the buried N2 reductive site.

The tunnel is long enough to simultaneously accommodate 8 out of 10 isoprenoid units

of the Q-tail and its entry point is defined by three alpha-helices present in the Nqo8

subunit: AH1, TM1 and TM6 (fig. 3). Point mutation of residues along this chamber are

associated to activity loss and human diseases [29].

In chapter 3, we model this binding process on Thermus thermophilus complex I

in a pure 1-Palmitoyl-2-oleoylphosphatidylcholine (POPC) membrane. The model chosen

included all subunits of complex I with an atomistic resolution. In this work, a stable

intermediary site in the binding process was indicated. Expiremental studies recently

published (after our simulations) isolated and verified the site existence (fig. 2B in ref

[34]), corroborating the simulation data presented here. Upcoming and still unpublished

high resolution structures from collaborators also indicate the presence of internal water

molecules inside the Q-chamber (personal communication by Judy Hirst, UK. Also see

comments in the “Future Issues” section in ref [35]), in the same location as predicted in

chapter 3.
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Figure 3 – Close view of subunits Nqo4 in light blue, Nqo6 in cyan and Nqo8 in pale green
from Thermus thermophilus complex I that form the Q-chamber with modeled
ubiquinone-10 colored in green and red alternating for each isoprenoid unit.
Elements of secondary structure and catalytic residues (green sticks) discussed
in the text are indicated. The miniature in grey highlight in magenta the region
containing subunits Nqo4, 6 and 8.

The electron transport process by itself is not unique and conductive iron sulfur

chains can be found in other proteins [36–38]. However, generation of the so said proton

gradient by this enzyme is. Three membrane subunits of complex I evolved from antiporter

proteins and are capable of conducting active and directional proton transport [39]. These

three subunits and an unclear fourth proton path are responsible to, somehow, conduct,

on average, four proton for each NADH oxidized in the soluble domain (fig. 1). It is

still unclear how this process is orchestrated in this huge complex, but clues have been

discovered in the recent years [40–42] and some of them link it to Q-chamber occupation

[43,44].

There is a second electron entry point in the respiratory chain. In mitochondria,

succinate dehydrogenase, or respiratory complex II, is composed by four subunits sep-

arated in two domains, a hydrophilic and a hydrophobic. Its soluble domain is located

in the matrix (fig. 1) which allows this enzyme to connect both ETC and Krebs Cycle.
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Complex II removes electrons (oxidation) of succinate, forms fumarate, and deliver them

(reduction) to quinones, forming quinols. The succinate oxidative and quinone reductive

sites are also 37Å far apart and connected by 3 iron-sulfur clusters, which facilitates

electron tunneling [45].

All quinones reduced by complex I and II are then processed by the third complex

of the ETC, “coenzyme Q:cytochrome c - oxidoreductase”. Also called as cytochrome bc1

or respiratory complex III, it is a dimer with each subunit composed by several subunits

(three in “simple” organisms or up to eleven in more “complex” ones) and four cofactors,

one iron-sulfur cluster (2Fe-2S), two heme b and one c1 in each monomeric unit.

Differently than the proton pump mechanism of respiratory complex I, complex III

uses the proposed "Q cycle" to generate a proton gradient [28,46,47]. This transmembrane

enzyme has binding sites for both quinols (Qo site) and quinones (Qi site), which are

conveniently located so that their oxidation and reduction reactions release and capture

protons in opposite membrane sides (fig. 4). This sequential process requires two quinols

to reduce a cytochrome c. In each turnover, no electrons are wasted since a new quinol is

formed (eq. 1.1 and 1.2).

Qo : QH2 + cyt coxi + cyt boxi → Q + 2H+ + cyt cred + cyt bred (1.1)

Qi : Q(QH) + cyt bred + H+ → QH(QH2) + cyt boxi (1.2)

where Q, QH and QH2 are quinone, semiquinone and quinol molecules, respectively. Cy-

tochromes b and c are indicated in their oxidized (oxi) and reduced (red) forms. It is still

unclear how quinols are oxidized in Qo, since no semiquinone intermediates have been

observed experimentally which would require an uncommon two-electron oxidation [48].

All quinone reductive and oxidative sites of complexes I to III present their en-

trances for Q molecules around 1.75 nm away from the membrane center (fig. 4). It is

probable that electron carriers and enzymes related evolved together to enhance com-

patibility by adjusting equilibrium and entrance site positions, respectively. On chapter

2, we investigate the equilibrium positions of different quinones in a mitochondria-like

membrane to test this hypothesis.
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Figure 4 – Entrance sites for Q binding in respiratory complexes IIII. Sites for quinone
reduction shown in blue and for quinol oxidation in red. Bilayer is represented
in solid gray and equilibrium or preferential position of the Q-head across the
membrane normal (1.75 nm) are shown with a dashed line. Negative (N-side)
and positive (P-side) membrane sides refers to interfaces with the mitochondria
matrix and IMS, respectively. Structures were taken from PDB code 4HEA [29]
for complex I, 2H88 [20] for complex II and 2QJP [49] for complex III.

Electrons are then passed from complex III to the last inter protein electron carrier

in ETC, soluble cytochrome c, which delivers them to complex IV to finally reduce oxygen

to water (fig. 1). Quinones and Fe-S cluster does not take part in energy transduction

processes which happen in complexes IV and V. Details on these complexes will not be

described here, but are available elsewhere [50,51].

1.1.2 Overview of natural quinones and iron-sulfur clusters

The capability of electron transport chain enzymes of moving electrons through

long distances is essential for their function. Inside proteins, this role is performed by

isolated metal ions such as copper in complex IV or inserted in Fe-S clusters and heme

groups. Electron shuttle between complexes is done by quinone/quinol or cytochrome c

equipped with a heme group.

Quinones are ubiquitous in nature acting as electron carriers in membranes, help-

ing photosynthesis and respiration. They are constituted of a hydrophilic head and a

hydrophobic tail. The head group (Q-head) is an oxidized aromatic group presenting at

least two aromatically conjugated carbonyl oxygens. There are different Q-heads such as
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menaquinone and plastoquinone which are less polar than ubiquinone (fig. 5). The Q-head

is related to differences in membrane partitioning [52] and binding affinity to respiratory

and photosynthesis complexes [53,54].

Figure 5 – Quinone structures. Ubiquinone (A), Ubiquinol (B), Plastoquinone (C) and
Menaquinone (D) are indicated. Quinone tail with n isoprenoid units is rep-
resented only on ubiquinone for simplicity. Reactive oxygens are bonded to
carbons 1 and 4 (A). This figure is extracted from chapter 2.

The hydrophobic tail (Q-tail) is composed in vivo by 6 to 10 isoprenoid units. Tail

size is associated to overall substrate affinity [53–55], lateral [10, 56, 57] and transversal

[10, 58] diffusion rates and partitioning constants [10, 57] in membranes. In complex I,

assays with smaller tail quinones present reduced activity and even an auto-inhibitory

effect when high membrane concentrations were used [55,59–61].

Quinone specific localization in membranes has been discussed in the literature

[10, 62–71]. Different preferential position in membranes may lead to different reactivity

or binding affinity and kinectics with transmembrane enzymes [10, 62]. Previous works

have shown contradictory information, pointing for an equilibrium position of Q-head in

the water-lipid interface [10, 68–71] or the center [62–67] of biomembranes. Simulations

described on chapter 2 indicate a membrane interface equilibrium position (fig. 4) for all

quinones tested.

Lateral and transversal (i. e. flip-flop) diffusion rate of quinones in membrane

have been pointed as limiting steps of ETC and photosynthesis [10, 18, 62, 72–74]. Thus,

understanding quinone mobility and specific interactions with biological partners is key to
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precisely describe the molecular mechanisms of ETC. Transversal diffusion of ubiquinones

as a limiting step of ETC is also investigated on chapter 2, where flip-flop barriers and

rates are calculated and compared for two membranes with different lipid tail unsaturation

levels.

Iron-sulfur clusters are present as natural cofactors in a wide range of proteins

[75–77]. Formed by iron cations (Fe II or III) and sulfide anions (S−2), they may exist in

many shapes, Fe:S proportions and with several different ligands [28,78]. Due to this rich

chemistry, it has been a hot topic of research for several decades [75–77,79].

Usually, Fe-S clusters are composed of 1 (e.g. rubredoxin) to 4 (e.g. ferrodoxin,

respiratory complexes, etc.) iron atoms (fig. 6). Higher nuclearity may also exist in nature

by bridging smaller cluster by sulfides or thiolates [80,81]. Special clusters present metal

doping, including Mo or Ni atoms, in the structure [82].

Figure 6 – Iron-sulfur clusters with crescent nuclearity (left to right). Iron, sulfur and
carbons atoms are colored in orange, yellow and green, respectively. Bonds are
indicated as sticks and atoms forming the clusters as spheres. Hydrogens or
protein scaffold atoms linked to carbons are not represented for simplicity.

Historically, Fe-S clusters are known by their oxidoreductive nature. Its redox

potential is highly variable by metal constitution [83, 84], ligands [85–87] and pH when

the near environment is titrable [86]. Redox tuning is essential to create a directional

electron flow in the ETC [28,78], where the reduction potential of cofactors rises towards

the final complexes until oxygen, highly reducible.

Despite their redox activity, these clusters may play a structural role in protein

assembly and folding [88]. It provides a stable joint point for proteins like rubredoxin [89]

or endonuclease III [90]. General stability and resistance to degradation are fundamental

to perform such roles. On chapter 4, a Fe-S cluster degradation mechanism through hy-
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drolysis is investigated under neutral and acid conditions. Alternative biological activity

as iron level sensors (FNR in E.coli [91]), iron reserves (iron regulatory protein 1 [92]) and

more are also possible [79].

1.2 Aims

The main aim of this thesis is to understand molecular mechanisms involving ETC

cofactors on energy transduction.

Specifically, on chapter 2 the aim is to address how Q-head constitution affects

quinone partition, localization and transversal diffusion in multi-component membranes

mimicking mitochondria inner membrane. An additional aim of this chapter is to under-

stand the influence of membrane lipid unsaturation levels in such quinone properties and

possibly link these results to the overall ETC turnover rate regulation.

On chapter 3, the main purpose is to identify water and specific residue interactions

that may regulate quinone binding in complex I on Thermus thermophilus. Furthermore,

the chapter also intends to comprise how internal chamber hydration alters binding ther-

modynamics and kinetics of ubiquinones with different Q-tail lengths.

Lastly, chapter 4 targets in describing what is the specific chemical reaction steps

on iron-sulfur cluster hydrolysis in neutral and acidic conditions. This may indicate why

Fe-S clusters should be buried in proteins to prevent degradation and how they are syn-

thesized in vivo.

1.3 Computational Methods

The range of computer simulations in science grows bigger and broad, including

several areas like mathematics, biology, astronomy and so on [93]. Biochemistry and bio-

physics are no different and questions raised in section 1.2 will be addressed in this thesis

using molecular modeling.

A model for a particular system is built in a way it reproduces the features required
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to describe a target phenomenon. Every model is an approximation of reality and solid

knowledge of the approximations applied outline the possible conclusions one can draw

from its results. In molecular simulations, models are defined by their atomic composi-

tion, an initial set of coordinates and a descriptor for interatomic interactions [94]. Time

propagation or minimum energy geometry search techniques are used to study dynamic

and equilibrium properties of the system modeled [94,95].

Here, a brief introduction to computational methods applied in this thesis are

given. The section 1.3.1 introduces molecular mechanics, quantum chemistry and hybrid

methods used to describe particle interactions. Sampling procedures and a conceptual

definition of free-energy are given in section 1.3.2.

1.3.1 Potential energy

Potential energy is the energy associated with a specific configuration. It can de-

scribe the relative stability between different configurations of a system. Higher energy

configurations are less stable than lower ones. The best interaction descriptor to get exact

potential energy values is quantum mechanics. However, it is also very expensive com-

putationally and imposes a limitation on model size (hundreds of atoms) and number of

independent calculations that can be made.

Approximations on potential energy description, such as classical molecular me-

chanics, overcome this problem by collapsing electron densities in the nuclei and defining

bond and non-bonding interactions between atoms. At the end, this replaces an intricate

interdependent system of equations by a set of simple polynomial and sinusoidal linear

equations. More subtle and, consequently, more expensive approximations are also pos-

sible. For example, the wave function or the density functional theory (DFT) methods,

whose are capable of dealing with electron distributions are broadly used for small systems.

Molecular mechanics (MM), quantum chemistry (QC) and hybrid QC/MM approaches

will be described in sections 1.3.1.1, 1.3.1.2 and 1.3.1.3, respectively.
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1.3.1.1 Classical Force-fields

Classical molecular mechanics force-fields are useful to sample conformations of

macromolecules with low computational cost. These force-fields are a set of functions and

computational protocols applied to describe the energy of configurations of a system. The

choice of functions or protocols may be different for each force-field. All functions described

below are the ones applied by the CHARMM36 [96] force-field which is the one chosen to

describe MM interactions in chapters 2 to 4 of this thesis. Energy contributions between

ligand atoms describing covalent bonds and angles between bonds may be estimated by

harmonic functions like [94]:

vb =
∑

bond/ang

1
2

kb(b − b0)2 (1.3)

where vb is the bond or angle energy, kb is a force constant, b is the bond length or

bond angle between three connected atoms and b0 is the equilibrium bond length or bond

angle between three connected atoms. The energies of proper and improper dihedrals

(distortions out of a planar configuration) may be approximated by periodic functions [97]:

vd =
∑
dih

∑
n

Vd[1 + cos(nϕ − δ)] (1.4)

where vd is the dihedral or distortion energy, Vd is a force constant, n is the angle period-

icity, δ is the angle phase and ϕ is the dihedral angle.

Non-bonding contributions usually include electrostatic and van der Waals interac-

tions. These are described in the force-fields by the Coulomb law (velect) and Lennard-Jones

potential (vvdW ) terms [94], respectively:

velect = kelect

∑
i<j

qiqj

rij

(1.5)

where kelect is a constant related to the dielectric constant of the medium, qi and qj are

partial charges attributed to atoms i and j to represent its net charge and rij is a distance

between the atoms,

vvdW = kvdW

∑
i<j

Aij

r12
ij

− Bij

r6
ij

(1.6)
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where kvdW is a scaling factor and the pair Aij and Bij depends on the atom types i and j

and may defined by combinantion rules that usually uses aritmetic and geometric averages

of atom type parameters. The term 1/r12
ij refers to the overlapping energy between near

electron densities, which causes repulsion between atoms, while the term 1/r6
ij refers to

a dispersion energy resulting from charge distribution fluctuations of both atoms which

pull them together [95]. Note that these potential energy approximations neglect several

contributions such as polarization or charge transfer which are naturally included in more

rigorous treatments based on quantum mechanics.

1.3.1.2 Quantum Chemistry

A more exact framework to describe interactions between particles is quantum

mechanics. It is the appropriate descriptor of electrons behavior in molecules and, thus, is

capable to accurately describe the formation and cleavage of atom bonds. In many-electron

wave function problems, the major target is to solve the non-relativistic time-independent

Schrodinger equation:

ĤΨ = EΨ (1.7)

where E is the potential energy, Ψ the wave function and Ĥ the Hamiltonian which

describes interactions of the system.

The Ψ wavefuction solution for this eigenvalue problem is commonly a combination

of several electronic configurations (Ψi)

Ψ =
∑

i

ciΨi (1.8)

where ci weighs the contribution of each Ψi configuration. Simpler methods assumes that

Ψ is monoconfigurational, restricting the problem to find a single most stable electronic

configuration. Additionally to ease the problem, the Born-Oppenheimer (BO) approxi-

mation separates the relative motions of electrons and nuclei in the system. The BO

approximation allows one to solve the Eq. 1.7 for a fixed arrange of nuclei and, accord-

ingly to the HellmannFeynman theorem [98], forces can be calculated and the system

nuclei spatial configuration propagated in a similar way to classical mechanics.
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The simplest way to solve Eq. 1.7 within the BO approximation is using the mean

field approximation. In a mean-field, electrons do not interact directly with each other

and, instead, each electron interacts with an average density created by the remaining

electrons on the system. All these approximations together define the Hartree-Fock (HF)

method. The HF approach accurately describes the physics of electronic structures pre-

senting negligible electron correlation [99]. If necessary, it is possible to partially recover

this correlation contribution with more expensive methods such as the Møller-Plesset

perturbation theory [100], multiconfigurational wave-functions [5] or the Coupled-Cluster

theory [101].

Another relatively cheaper approach is the Density Functional Theory. This the-

ory takes advantage that in a system, both wave function (highly dimensional) and the

corresponding electron density (three dimensional), are capable of describing all ground-

state properties [102]. The major limitation of this approach is that there is no analytic

formulation to describe the full relationship between density and other system proper-

ties, such as the potential energy. The lacking of an exact energy functional formulation,

leads to several flavors of DFT functionals, each one with different approximations and/or

parametrizations, presenting also different pros and cons.

1.3.1.3 Classic and Quantum Hybrid descriptor

The description of potential energy as a hybrid of quantum chemistry and molecu-

lar mechanics (QC/MM) [103] allows the study of a wide range of phenomena in condensed

phase like, for example, reactivity of metaloproteins. To apply a QC/MM potential in bi-

ological systems, only regions of an enzyme where the reactive process are localized, like

substrate and residues within the active site, are treated quantum mechanically, while

all non-reactive atoms are described by molecular mechanics force-fields. By doing this,

the physics in the region where the electronic structure changes (e.g. bond cleavage) is

preserved without losing the environmental influence of the remaining system. The full

Hamiltonian is effectively written as:

Ĥeff = ĤQC + VMM + ĤQC/MM (1.9)
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where an effective energy function (Ĥeff ) is defined by adding a contribution of a quan-

tum region (ĤQC), a molecular mechanics described region (VMM) and an interaction

contribution between these two regions (ĤQC/MM) usually defined by:

ĤQC/MM = −
ne∑
i

Mm∑
A

qA

riA

+
Mq∑
q

Mm∑
A

zqqA

rqA

+
Mq∑
q

Mm∑
A

Ĥ
vdW

QC/MM (1.10)

which includes electrostatic interaction terms between ne electrons(i) and Mm classical

partial charges (qA ), between these same charges and the Mq quantic nuclei (zq), and a

van der Waals term between classic and quantic centers, usually described by a Lennard-

Jones potential. Variations for describing the ĤQC/MM term are possible and described

elsewhere [104].

1.3.2 Sampling

Molecular modelling of phenomena requires that interaction energies and the con-

figurational space of a model are carefully described [95]. In this thesis, molecular dynam-

ics (MD) simulation is broadly used to propagate spatial coordinates and its principles are

briefly outlined on section 1.3.2.1. A conceptual definition of free energy and a sampling

technique applied to achieve proper configurational sampling convergence are detailed on

sections 1.3.2.2 and 1.3.2.3, respectively.

1.3.2.1 Molecular Dynamics

Independently of the potential energy descriptor chosen, propagation of the system

coordinates through time can be made by following Newton’s equation of motion:

mi
∂2Ri

∂t2 = #»

F i (1.11)

where m is the particles mass vector, R is the position vector, #»

F is the force exerted

on the system and the index i refers to the ith particle in the system. This equation of

classical mechanics is able to describe fairly rigorously the time evolution of coordinates

for macromolecules.

Given a starting configuration and an initial set of velocities, integration of this

equation for a short period of time can generate new configurations of atoms position and
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velocities. The gradient of the potential energy determines the force #»

F . After a number

of integration steps, different local configurations and, possibly, conformational states are

sampled.

1.3.2.2 Free-energy

A proper description of potential energy is essential for a reliable model, but it

is not sufficient to compare with experimental observables. Instead, observables in bio-

physical models are associated to configurational states, an ensemble of micro-states, or

configurations, that a system visits in thermodynamic equilibrium.

Free-energy (F ) is the quantity capable of describing the relative stability between

these states or the barriers that separate them. It has a direct relationship to the partition

function (Z) of a system. The partition function is a function that describes the system

statistical properties by taking in account the stability of all configurations including all

degrees of freedom [95]. Given two configurational spaces, VA and VB, it is possible to

use such partition functions to estimate free-energy differences (FA − FB) between states

defined by such configurational spaces:

p(stateA)
p(stateB)

=
∫

VA
drNe−E(rN )/kBT∫

VB
drNe−E(rN )/kBT

= ZA

ZB

≡ e−(FA−FB)/kbT (1.12)

where p(stateX) is the probability of finding the system on state X, VX is the configura-

tional space volume defining state X, r is a degree of freedom, E is the potential energy,

kB is the Boltzmann constant, T is the temperature and FX is the free energy of state X.

Here, free energy definition is generalized since volumes fluctuations are small in liquid

phase for biochemical reactions and differences between Helmholtz and Gibbs free energies

are largely irrelevant.

Understanding the relative stability of all relevant states that describe a property

is not an easy task. It requires the modeler to sample the potential energy surface (PES),

until all degrees of freedom linked to a given property are fully scanned [95]. Usually, bio-

chemical or biophysical processes are investigated through lower dimensional free energy

profiles called potential of mean force (PMF).
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A single dimensional PMF represents a free-energy profile for a reaction coordinate

ξ. It is defined by the distribution function ⟨p(ξ)⟩ [105]: PMF(ξ) = kBT ln[p(ξ)]. Thus,

differences of local minima and maxima in a PMF can be associated to relative stabili-

ties or activation barriers, respectively. The relative stability of states (minimum regions,

basins) of a system distinguish their population, i. e. their equilibrium constant. PMFs

are not restricted to only one reaction coordinate and the concept is easily extended to

include more coordinates. However, sampling convergence and data interpretation issues

limits analysis of PMFs of higher dimensions commonly to two simultaneous reaction

coordinates.

In this thesis, PMFs are calculated from distributions obtained from a set of sam-

pling windows with an umbrella potential in different values along ξ for each window

(see section 1.3.2.3). A mathematical reconstruction of the whole data set is done by the

weighted histogram analysis method (WHAM) [106, 107], which re-weights the distribu-

tion from several windows and discounts the umbrella potential influence. As mentioned,

the coordinate ξ is highly dependent on the process simulated.

1.3.2.3 Enhanced Sampling

In the limit of long simulation times, the ergodic theorem [108] states that the tem-

poral average population equals the fully spatial average obtained by integrating the par-

tition function (section 1.3.2.2). However, a complete and straightforward conformational

sampling by molecular dynamics might be computationally expensive and inefficient.

Depending on the event timescale, energy barriers might be too high and it is

unlikely that they will be overcome in short simulations, hindering the sampling. An

alternative for that is to artificially alter the potential energy surface to orientate the

system towards a target state. When a reaction coordinate describing the desired event

is assumed and a harmonic (f(ξ) = kumbrella(ξ − ξ0)2) restriction is imposed along this

reaction coordinate (fig. 7), this enhanced sampling technique is called umbrella sampling

(US).

Umbrella sampling is one of the simplest configurational sampling enhancement
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Figure 7 – Umbrella sampling windows and free energy surface for a typical leucine side-
chain torsion. Distribution functions extracted from sequential sampling win-
dows are colored in several colors. Sampled free energy surface is represented
in a thicker black line. Distributions near low energy regions are spread less
and, thus, present taller peaks.

techniques available. Analysis of the resulting distribution of the reaction coordinate in

several sampling windows allows the reconstruction of the free-energy profile for that

reaction coordinate or degree of freedom. High energy regions, such as barriers separating

basins in a surface, return spread distributions. This happens due the fact that a system

avoids as much as possible high energy regions even if it has to pay a price for going up the

harmonic well of the umbrella potential. This subtle differences on the final distribution

shapes are a reflex of the intrinsic free energy surface that the modeler desires to sample.

The definition of a reaction coordinate ξ, or collective variable (CV), which sam-

pling is enhanced is quite flexible. It is usually composed of simple geometrical degrees

of freedom like distances and angles, but it can also be more elaborated. For example,

depending on which process the reaction coordinate has to describe, a root mean square

deviation (RMSD) from a given reference or the number of contacts between two groups

can be used [109].

In chapter II, the distance z-component, normal to membrane plane, is picked as

the main CV to study quinone flip-flop and localization. Chapter III applies a combination

of two CVs: geometrical distance of Q-head from the residues defining the binding site ;
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and a progressive reference RMSD of a predefined path [110] (milestones, fig. 8). They are

both chosen to ensure a complete sampling of the quinone translocation through the Q-

chamber. Chapter IV also enhances the sampling in two reaction coordinates to describe

hydrolysis of an iron-sulfur cluster: combined distances between the attacking and leaving

group to the central iron; and a proton distance to a sulfur atom of the thiolate leaving

group.

Figure 8 – Milestone concept and path used in chapter III. (A) Milestones in a 2D path
are presented in white circles. Path coordinate value along milestones are nor-
malized and colored from blue (0) to red (1). Points in (x,y) are mapped to
path values through a distance metric to milestones. This discrete mapping
is smoothed with a mathematical interpolation between milestones. Note that
path values are ill defined before and after the first and last milestones, respec-
tively. (B) Milestones used in simulations of quinone binding to respiratory
complex I of Thermus thermophilus are colored from light blue to red accord-
ingly to path values. Each milestone structure included Q-head atoms (sticks)
and 55 Cα (spheres) of residues in subunits Nqo4, Nqo6 and Nqo8 (fig. 3) in
direct contact with quinone inside the chamber. This path collective variable
is able to unambiguously describe curved binding paths.
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Effects of lipid composition on membrane
distribution and permeability of natural quinones†

Murilo Hoias Teixeira and Guilherme Menegon Arantes *

Natural quinones are amphiphilic molecules that function as mobile charge carriers in biological energy

transduction. Their distribution and permeation across membranes are important for binding to enzymatic

complexes and for proton translocation. Here, we employ molecular dynamics simulations and free energy

calculations with a carefully calibrated classical force-field to probe quinone distribution and permeation in

a multi-component bilayer trying to mimic the composition of membranes involved in bioenergetic

processes. Ubiquinone, ubiquinol, plastoquinone and menaquinone molecules with short and long

isoprenoid tails are simulated. We find that penetration of water molecules bound to the polar quinone head

increases considerably in the less ordered and porous bilayer formed by di-linoleoyl (18:2) phospholipids,

resulting in a lower free energy barrier for quinone permeation and faster transversal diffusion. In equilibrium,

quinone and quinol heads localize preferentially near lipid glycerol groups, but do not perform specific

contacts with lipid polar heads. Quinone distribution is not altered significantly by the quinone head, tail and

lipid composition in comparison to a single-component bilayer. This study highlights the role of lipid acyl

chain unsaturation for permeation and transversal diffusion of polar molecules across biological membranes.

Introduction

Electron transfer chains (ETC) involved in biological energy trans-
duction rely onnatural quinones and their redox-coupled quinols (Q
molecules‡, Fig. 1) to shuttle electrons between protein complexes
and translocate protons across phospholipid membranes, contrib-
uting to generation of an electrochemical gradient.1–4 Clearly, the
mechanisms for molecular recognition and binding of Q by respi-
ratory and photosynthetic enzymatic (super)complexes5,6 depend on
the membrane distribution of Q molecules.7–9

Diffusion of Q in the membrane has also been suggested to
control ETC turnover rates.10–13 In redox loops translocating
protons across the membrane directly through a quinone/
quinol pair (or pool), as in the Q-cycle,14,15 at least two events
of Q permeation, or transversal diffusion, occur. In the mito-
chondrial ETC, quinol production in respiratory complexes I, II

and III take place at the membrane N-side, but the Qo site for
quinol oxidation in complex III is at the P-side.16–18 Alternative
oxidases cytochrome bo19 and cytochrome bd20 in bacteria also
carry out quinol oxidation at the membrane P-side. Thus,

Fig. 1 Chemical structure of Q molecules and lipids studied here. (A) is
ubiquinone (UQn), (B) is ubiquinol (UQnH2), (C) is plastoquinone (PQn),
(D) is menaquinone (MQn). The n subscript is the number of bound
isoprenoid units, shown only for UQnwhich also displays positions 1 and
4 of the Q-ring. (E) is 1,2-dilinoleoyl-sn-glycero-3-phosphatidylcholine
(DLPC), where R is the linoleoyl (18:2) acyl chain. (F) is 1,2-dilinoleoyl-sn-
glycero-3-phosphatidylethanolamine (DLPE) and (G) is 10-30-bis[1,2-
dilinoleoyl-sn-glycero-3-phospho]-sn-glycerol (cardiolipin, LCL).
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‡ Abbreviations: Q is used in general for quinone or quinol analogues with any
oxidation state and number of isoprenoid units. Q-head is the aromatic ring
and bound groups except for the Q-tail, which is the full isoprenoid chain. UQn

is oxidized ubiquinone, PQn is plastoquinone and MQn is menaquinone, where
the n subscript is the number of bound isoprenoid units. UQnH2 is reduced
ubiquinol. POPC is 16:0,18:1 phosphatidylcholine, DLPC is di-18:2
phosphatidylcholine, DLPE is di-18:2 phosphatidylethanolamine, LCL is
tetra-18:2 cardiolipin, ETC is electron transfer chain, MD is molecular
dynamics, US is umbrella sampling and COM is center-of-mass.
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quinone/quinol recycling depends on Q permeating the
membrane back-and-forth and it is important to understand
this molecular process in detail.

Most of these proposals focused on Q lateral diffusion over
the membrane, a fast and essentially diffusional process.21 But
transversal diffusion is an activated process and hence much
slower.22–25 Unfavorable desolvation and dielectric interactions
(with associated energetic barriers) have to be overcome when
the polar Q-head penetrates the lipid bilayer.18,26

Membrane distribution and lateral diffusion of Q have been
experimentally studied (and debated) for decades.21,25,27–32

Transversal diffusion is harder to measure accurately and has
received less attention.24,25 Molecular dynamics (MD) simulation
is a powerful technique to probe both membrane distribution
and permeation, but the quality of the results heavily depend on
the force-eld description of molecular interactions.33,34 Recently,
MD simulations were used to investigate the permeation of
ubiquinone on a 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphatidyl-
choline (POPC) single-component bilayer and found the Q-head
preferentially localizes near lipid glycerol groups.26

Lipid composition modulates the properties of membranes
and embedded molecules.35,36 For instance, the fraction of
unsaturation (double bond) in lipid acyl chains changes
membrane uidity and permeability so that cells have evolved to
homeostatically control this property through the biosynthesis of
fatty acids.36,37 Bioenergetic membranes are enriched with the
anionic cardiolipin and its role on the distribution of ubiquinone
in a more realistic multi-component lipid bilayer has been
explored by simulation.38 The distribution of natural quinones in
membranes with mixed lipid composition was also investigated
with more approximate coarse-grained simulations.39,40

Here, we employ MD simulations with an all-atom force-eld
carefully calibrated for Q molecules26 to investigate the effects of
lipid composition and unsaturation of acyl chains on Q distribu-
tion and permeation using a multi-component bilayer mimicking
membranes involved in bioenergetic processes. Ubiquinone,
ubiquinol, menaquinone and plastoquinone (Fig. 1) are studied to
probe the role of the Q-head on membrane localization.

Methods
Set-up for molecular dynamics simulations

Six model bilayers were studied here, composed by 240 DLPC
(Fig. 1), 208 DLPE, 64 cardiolipins (LCL di-anion), 16 Q (UQ2,
UQ2H2, UQ10, UQ10H2, PQ9 or MQ9) molecules symmetrically
divided between each leaet, 128 Na+ cations and 21 728 water
molecules. This is the same lipid composition used previously
by Róg et al.38 In umbrella sampling simulations, 37 435 water
molecules were used to allow for sampling of complete UQ2

partitioning into the aqueous phase.
The initial conguration for the UQ10H2 bilayer was kindly

provided by Prof. Tomasz Róg as used in their publication.38

Initial geometries for all other bilayers were derived from this
conguration by deleting or “mutating” Q-head atoms and
adapting the atomic connectivity accordingly.

Force-eld parameters for lipids and Na+ were taken from
CHARMM36.41 Water was described by TIP3P.42 Our CHARMM43,44

compatible force-eld previously obtained by careful calibration26

was used for Qmolecules. Additional parameters necessary forMQ
and PQ heads were taken directly from the CHARMM specication
with partial charges and atom types shown in Table S1 and Fig. S1
(see ESI†). Complete topologies and parameters are available from
the authors upon request.

All MD simulations were carried out with GROMACS45

versions 4.6.7 for equilibrium trajectories and 5.1.3 for free-
energy calculations. The NPT ensemble was used and temper-
ature kept at 310 K with the Bussi thermostat46 and a coupling
constant of 0.1 ps with two separate coupling groups (water and
everything else). Pressure was kept at 1.0 bar with a weak
coupling scheme with a compressibility of 0.5–1.0 10�5 bar�1

and a coupling constant of 1 ps. Semi-isotropic coupling in the
direction normal to the bilayer was applied. Electrostatics were
handled by PME method47 with a real space cutoff of 1.2 nm,
grid spacing of 0.13 nm and quartic interpolation. All covalent
hydrogen bonds were constrained using LINCS48 and van der
Waals interactions were truncated from 1.0 to 1.2 nm. No
dispersion corrections were applied.49 The integration time step
was set to 2 fs and the nonbonded list was updated every 20 fs.

Unrestrained MD simulations were performed for 300 ns,
frames were recorded every 20 ps and the initial 50 ns were
discarded to allow for equilibration in the trajectories analyzed
here. Mean area was computed as the ratio between the average
area of the membrane plane and the number of lipid heavy
atoms per leaet. Atoms instead of molecules were used to allow
comparison with multi-component bilayers. Normalized mass
densities were calculated to ease comparison between groups
with different number of atoms. Contacts between Q atoms and
solvent molecules were dened with a 0.3 nm cut-off. Order
parameters for methylene units of acyl chains were also calcu-
lated.50 The convergence of calculated properties was checked
as shown in Fig. S2.†

Free energy calculations

Umbrella sampling (US)51 was used to compute the free energy
prole for UQ2 permeation across the membrane normal. The
distance between the UQ2 head center-of-mass (COM) and the
membrane COM along its normal (z-axis) was used as the
reaction coordinate. The membrane COM was computed from
a sum over the lipid atoms within a cylinder centered in the
quinone and a 2.0 nm radius. This cylinder scheme helps to
avoid artifacts due to membrane undulations, which are
common in large membranes.52

Each simulation box contained 16 UQ2 molecules, so 16
different windows were computed simultaneously in each US
simulation. To avoid spurious interactions between UQ2 mole-
cules (for instance, aggregation when in the water phase), an
articial repulsive interaction was included between each Q-head
C6 atom pair, using a specic Lennard-Jones pair with zeroed
dispersion. Initial congurations for US were obtained at t � 200
ns from the UQ2 unrestrained MD trajectory described above.

US windows were chosen equally spaced by 0.250 nm in the
ranges z ¼ [0.125,1.375] nm and [3.10,4.35] nm, and spaced by
0.125 nm in the range z ¼ [1.500,2.875] nm. The umbrella
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potential was set with kumb ¼ 1000 kJ mol�1 nm�1 and a total of
48 windows (obtained from 3 separate US simulations) were
used to cover UQ2 permeation over the complete membrane
normal (24 windows for each leaet). Each US simulation was
ran for 300 ns. The reaction coordinate was recorded every 0.2
ps. Free energy prole was symmetrized and calculated with
WHAM.53,54 The initial 30 ns were discarded for equilibration
and the remaining 270 ns were used for data accumulation on
each window. Statistical uncertainties were estimated as 95%
condence intervals by bootstrap analysis.55

Results & discussion
Quinone composition andmulti-component lipid membranes
do not change the Q-head equilibrium distribution

Results from unrestrained molecular dynamics simulations for six
membranes with different Q composition are presented in this
section. Mass density proles for lipid groups are shown in Fig. 2.
Density distributions in each leaet are fairly symmetrical (nega-
tive or positive membrane normal) which indicates good equili-
bration and sampling of MD trajectories. Densities of phosphate
(P) and acyl glycerol (shown only in Fig. 2A) groups are unaltered in
all membranes and suggest that Q composition does not perturb
the membrane structure. The multi-component membrane is well
mixed and no lipid clusters or domains are found (Fig. S3†).

Density peaks for the Q-head change only 0.3 nm (from 1.4 to
1.7 nm in modulus) between all Q. Density peaks indicate the Q-
head equilibrium position across the membrane normal and are
in agreement with equilibrium positions previously determined for
ubiquinone and ubiquinol in POPC membranes.26 Q-head density
distributions also do not depend on isoprenoid chain length (for
instance, compare Fig. 2A and C). For short isoprenoid chains (n¼
2), the Q-tail density localizes around 1 nm. For longer chains (n¼
9,10), the Q-tail density peaks at themembrane center and spreads
through most of the lipid phase. UQnH2 (n ¼ 2,10) is slightly more
buried, with Q-head peak density 0.2 nm lower than ubiquinone
andwithmore penetration of Q-tail density towards themembrane
center. This behavior was also observed in POPC membranes and
is a consequence of the intramolecular hydrogen bonds (H-bond)
oen observed between phenolic hydrogen and methoxy oxygen
in ubiquinol.26,56 These H-bonds stabilize the Q-head when it is
desolvated and allow for a higher permeation of UQnH2.

Fig. 3 shows contacts performed by the Q-head O1 with
different lipid groups and solvent. H-bond acceptors display
shorter water contacts as the minimum distance shown in
Fig. 3E is computed between O1 and any of the water atoms.
More interestingly, MQ9 shows the smallest rst hydration peak
and only UQ10 and MQ9 show a secondary water peak at
a distance of �0.4 nm, corresponding to congurations that O1
is not forming an H-bond with water but the other ketonic O4 is.
Similar distributions but with smaller differences between Q
molecules are observed for contacts with the Q-head O4, except

Fig. 2 Relative mass density of multi-component bilayers with different
quinone analogue (Q) composition. Phosphate group of DLPC + DLPE is
shown in black, Q-head in red and Q-tail in blue. Panel (A) shows the
bilayer containing ubiquinone-2 (UQ2), where the green profile indicates
density of the DLPC + DLPE glycerol group; (B) is ubiquinol-2 (UQ2H2);
(C) is ubiquinone-10 (UQ10); (D) is ubiquinol-10 (UQ10H2); (E) is plasto-
quinone-9 (PQ9) and (F) ismenaquinone-9 (MQ9), where the cyan profile
indicates density of the first Q-ring (6C atoms) only and the full Q-head
(10C atoms) is in red. Zero of the membrane normal corresponds to the
bilayer center. Data were not symmetrized between the two leaflets.

Fig. 3 Distribution of minimum distances around the Q-head oxygen
O1 of multi-component bilayers with different Q composition.
Contacts with DLPC choline group are shown in black, DLPC + DLPE
glycerol in red and DLPC +DLPE phosphate in green. Panel (A) is UQ10,
(B) is UQ10H2, (C) is PQ9 and (D) is MQ9. Panel (E) shows water contacts
for UQ10 in black, UQ10H2 in red, PQ9 in green and MQ9 in blue. Data
obtained from unrestrained MD simulations.
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for MQ9 which is signicantly more hydrated in O4 (data not
shown here).

The H-bond donor UQ10H2 frequently makes an H-bond with
the anionic phosphate group in DLPC + DLPE (peak at 0.26 nm
at Fig. 3B) or in cardiolipins (not shown). H-bond acceptors
(UQ10, PQ9 and MQ9) do not show frequent contacts with
phosphates, neither interact closely with the positive choline
groups in DLPC (Fig. 3A, C and D). Almost no H-bonds are
observed between any of the Q molecules and either the ethyl-
amine group in DLPE or the bridge glycerol in cardiolipins (not
shown). Instead, the Q-head is located near acyl glycerol groups
(Fig. 2A). This is very similar to the equilibrium location and
contacts performed by Q in a POPC bilayer.26

Results for MQ9 suggest the two rings in the naphtoquinone
head have similar average location across the membrane
normal (Fig. 2D), but are probably orthogonal to the bilayer
plane with O1 less solvated (pointing towards the membrane)
and the opposite O4 more oen in contact with water (pointing
to the water phase). For PQ9, the Q-tail density has the lowest
peak and spreads more evenly than other Q with long tails.
Thus, PQ9 may have more conformational exibility which
explains the lack of secondary solvation peak (Fig. 3E), without
disturbing the average Q-head location.

In comparison to our previous simulations of Q in POPC
membranes,26 both density proles and contacts performed by
the Q-head do not change signicantly in this multi-component
membrane. The Q-head preferentially resides at the bilayer
interface, near themembrane normal occupied by either POPC or
DLPC + DLPE glycerol groups (Fig. 2A). No specic contacts have
been found between Q and polar lipid heads, except for H-bonds
between ubiquinol and phosphate groups which are present in
any phospholipid. The equilibriumdistribution and location of Q
on the membrane models studied so far result from the balance
of hydrophobic interactions by the Q-tail and hydration of the Q-
head, corresponding to a typical amphiphilic molecule.57

Increased membrane permeability and penetration of water
bound to the Q-head

Free energy proles and analysis obtained from umbrella
sampling simulations for UQ2 permeation across the

membrane are presented in this section. An analogue with only
two isoprenoid units was used because it is computationally
more efficient to sample and reliable experimental partition
coefficients are available for comparison.58,59

The calculated free energy prole in Fig. 4A shows three
important aspects: the minimum across the membrane normal,
which represents the equilibriumposition of the Q-head, is located
at 1.75 nm as expected from theQ-head density peak in Fig. 2A and
close to the minimum observed for UQ2 permeation in the POPC
bilayer (1.65 nm).26 The insertion or binding free energy for UQ2 in
the multi-component membrane is�22� 2 kJ mol�1, in excellent
agreement with experiment (Table 1) and with the binding free
energy in POPC (�21 � 1 kJ mol�1).26 However, the free energy
barrier for UQ2 permeation in the multi-component membrane,
given by the free energy difference between the minimum (at 1.75
nm) and themaximumnear the center of the bilayer (0 nm), is only
19 � 1 kJ mol�1, much lower than the barrier computed for
permeation in POPC (47 � 2 kJ mol�1).26

Fig. 4B shows the permeation barrier converges to within one
statistical uncertainty in 200 ns of simulation (170 ns of data
acquisition) per US window. In total, 50%more data (300 ns) were
collected in each window, supporting the quality of the barrier
computed here. Experimental estimates of rates for Q permeation
or “ip-op” by NMR linewidth25 and redox titration of substrates
trapped inside vesicles24 only suggested rate upper bounds and for
lipids with fully saturated acyl chains. To our knowledge, there are
not measurements of Q transversal diffusion for bilayers
composed of unsaturated acyl chains to compare with the prop-
erties determined here. But, we also calculated a local transversal
diffusion60 and a permeation coefficient P ¼ 20 cm s�1 (Fig. S4†).
This is 4 to 5 fold the P value obtained from simulation of polar
aromatic molecules such as phenol and benzoic acid, which have
similar (15–20 kJ mol�1) permeation free energy barriers, in di-
oleoyl phosphatidylcholine membranes.61

Thus, Q permeation is observed more frequently in the
multi-component membrane than in POPC. Although we
have not computed proles for permeation of the other Q
studied here, spontaneous ip-ops were observed for
UQ2H2, PQ9 and MQ9 at least once during the 300 ns of
unrestrained MD simulations presented in the previous
section. Given that UQn did not show spontaneous ip-ops,

Fig. 4 Free energy and hydration profiles for UQ2 permeation. Panel (A) shows the free energy profile with statistical uncertainty (gray shadow)
for UQ2 insertion across the membrane normal. (B) shows the convergence of the permeation barrier with increasing acquisition time and fixed
30 ns of initial equilibration discarded from analysis. (C) shows the average number of water contacts with the Q-head for permeation in the
multi-component membrane (black) and in the pure POPC membrane (red),26 with standard deviations shown in shadow. Data obtained from
umbrella sampling simulations and symmetrized between the two leaflets.
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we can speculate that the other Q analogues will show
smaller permeation barriers.

Then, what is different in this multi-component membrane
that allows permeation more frequently? The mean area per
lipid heavy atom is 0.0126 nm2 per atom in the multi-
component membrane versus 0.0119 nm2 per atom in POPC.26

The two unsaturations (positions 9 and 12) in the linoleoyl acyl
chain composing all lipids in the multi-component membrane
result in a less ordered lipid phase, as shown by lower methy-
lene order parameters computed for linoleoyl chain in
comparison to palmitoyl and oleoyl in POPC (Fig. 5). Lower lipid
ordering result in a more porous membrane in whichmolecules
can penetrate with a cheaper cavitation energy cost.22,62

Accordingly, more water contacts and H-bonds with the Q-head
are performed inside the lipid phase for UQ2 permeation in the
multi-componentmembrane (normal <1 nm in Fig. 4C), leading to
less desolvation of the polar Q-head and a lower permeation
barrier than in POPC. Water arrest inside the lipid phase during
the permeation of polar solutes has been observed in other
simulations.33,63 It should be noted that no water penetration is
observed in equilibrium for both POPC or multi-component
membranes. But in the rare event of Q permeation, it is easier
for water bound to the Q-head to penetrate into a membrane
composed by fatty acids with a higher fraction of unsaturations.

A comparison with the simulations performed by Róg et al.
shows large and important qualitative differences, specially for
ubiquinone which was reported tomake no contacts with solvent
or lipid head groups and localize in the center of the bilayer.38 It
seems unlike that the polar head group in UQn, with four oxygen
H-bond acceptors, will be stable in the middle of the lipid phase.
Their calculated binding free energy for UQ1 is in large

disagreement with experimental partition coefficients (Table 1).
For ubiquinol, Q-head location and contacts are similar to ours,
but strangely depend on the number of isoprenoid units. The
lack of symmetry between the two leaets in the density proles
shown and the irregular dependence of calculated densities and
contacts with the number of isoprenoid units question whether
appropriate equilibration and sampling were reached in their
work.38 Exactly the same lipid composition and similar simula-
tion procedures were employed here. Thus, most of the qualita-
tive differences found should be due to force-elds. The OPLS
derived force-eld used by Róg et al. has been shown to articially
overbind Na+ cations64 and describe lipid order parameters in
disagreement with NMRmeasurements.65On the other hand, the
CHARMM36 force-eld used here has consistently one of the best
performances describing these properties as well as several other
membrane structural, thermodynamical and diffusional observ-
ables,41,66,67 including binding free energies and lateral diffusion
constants for Q molecules.26

Transversal diffusion of Q may limit turnover of electron
transfer chains

Fig. 6 shows the equilibrium position of the Q-head in the multi-
component membrane also matches the normal position (in
modulus) of entrance sites for Q binding in respiratory
complexes, as noted previously for the POPC bilayer.26 An initial
encounter complex formed aer membrane diffusion of Q and
collision into a respiratory complex will frequently have the
appropriate geometry in themembrane normal. Fig. 6 also shows
membrane permeation has to occur for quinone/quinol recycling
as their sites of reduction/oxidation are placed at opposite
membrane sides.

Bilayers with a low fraction of unsaturated chains, such as
POPC,26 may slow down transversal diffusion by up to ve orders
of magnitude, in comparison to the bilayer with 2 unsaturations
per chain studied here. This steep relation is due to the activated
nature of the permeation process.22,23 A low fraction of unsatu-
ration (<20%) may slow Q permeation up to a point it becomes
rate-limiting for ETC or even blocks cellular growth.13 Yet another
reason for the high content of cardiolipins, composed mostly by
unsaturated acyl chains, in membranes involved in biological
energy transduction71 might be the increment of Q permeability
gained by lipid unsaturation.

Table 1 Experimental and simulated binding free energies
(in kJ mol�1) between ubiquinone analogues and multi-component
membranes. Experimental free energies were obtained from partition
coefficients assuming a temperature of 310 K. Values from Róg et al.38

were estimated from their Fig. 3

Molecule Experimental Róg38 Here

UQ1 �17 (ref. 59), �20 (ref. 58) �34 � 4
UQ2 �21 (ref. 58), �24 (ref. 59) �22 � 2

Fig. 5 Left panel shows a structural snapshot of the multi-component
membrane with UQ10 in its equilibrium position. LCL is shown in
orange, DLPC in yellow, DLPE in beige and UQ10 in green (carbons)
and red (oxygens). Right panel shows carbon–hydrogen bond vector
order parameters (SCH) calculated with unrestrainedMD for acyl chains
POPC palmitoyl in black and oleoyl in red,26 and for DLPC + DLPE
linoleoyl acyl chains in green.

Fig. 6 Entrance sites for Q binding in respiratory complexes I–III. Sites
for quinone reduction shown in blue and for quinol oxidation in red.
Bilayer is represented in solid gray and equilibrium or preferential
position of the Q-head across the membrane normal (�1.75 nm)
shown with a dashed line. Structures were taken from PDB ID 4HEA68

for complex I, 2H88 (ref. 69) for complex II and 2QJP70 for complex III.
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Conclusions

Molecular dynamics simulations for ubiquinone, ubiquinol,
plastoquinone and menaquinone and free energy calculations
for permeation of UQ2 in a multi-component bilayer mimicking
the composition of bioenergetic membranes were presented.

Densities of Q-head and Q-tail (of similar length) across the
membrane normal change little between each Q studied. The Q-
head preferentially localizes near acyl glycerol groups and no
specic contacts between the Q-head and polar lipid heads were
observed, except for H-bonds formed between ubiquinol and
phosphate groups. This is equivalent to the localization and
contacts found for Q in a POPC bilayer. The binding free energy
and equilibrium position estimated for UQ2 partition into the
multi-component bilayer are also in agreement to what was
found in POPC.26

We may conclude the equilibrium distribution of Q across
model bilayers recently studied by molecular simulation26,38 do
not change signicantly with lipid composition, even when
containing the anionic cardiolipin. The equilibrium structure
and thermodynamics of embedded Q are determined by Q-head
hydration and the hydrophobic effect of the isoprenoid tail.
This should not be entirely unexpected given that similar
partition coefficients have been measured for ubiquinone (with
the same number of isoprenoid units) in biological membranes
with varied composition.58,59

However, permeation of Q across the membrane changes
considerably with lipid composition, specially the fraction of acyl
chain unsaturation. Lipids with two unsaturations per acyl chain
are less ordered, giving a more porous bilayer. Thus, the polar Q-
head may carry water molecules during a ip-op event with
a lower free energy barrier, resulting in much faster transversal
diffusion across the multi-component membrane studied here.

Membrane permeability modulated by the fraction of acyl
chain unsaturation is important for efficient quinone/quinol
recycling in opposite membrane sides and for translocation of
protons by Q redox loops. Permeability may even limit turnover
rates for biological ETC if the fraction of lipid unsaturation is
too low. Results in the multi-component bilayer also conrm
our previous observation that the equilibrium position of the Q-
head across the membrane normal is similar to the position of
protein sites for entrance of Q into respiratory complexes.26

Finally, it should be mentioned that lipid composition may also
inuence the structure of bioenergetic membranes72 and of
respiratory complexes73 and their reactivity.74–76
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Figure S1: Atom names for PQ and MQ quinone heads.
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Figure S2: Convergence of calculated properties with total simulation time. Panel A shows the

relative mass density of the UQ10 head along the membrane normal as in Fig. 2C, calculated

for various simulation times as colored in the legend. Panel B shows the distribution of minimum

distances between the UQ10 head oxygen O1 and DLPC+DLPE glycerol as in Fig. 3A for various

simulation times. Panel C shows the peak of relative density (×102) for phosphate group of

DLPC+DLPE in black, Q-head in red and Q-tail in blue. Panel D shows the peak of minimum

distance (×102) between the UQ10 head oxygen O1 and DLPC+DLPE glycerol. Panel E shows

the C10-H bond vector order parameter for linoeoyl acyl chains (18:2, SCH for C10) average in red

as in Fig. 5 and standard deviation in blue. The first 50 ns were discarded to allow for equilibration

in the trajectories analyzed. Properties converge to within 1-2% of the longest-time values in 150

ns of simulation or less. Similar convergence behaviour was observed for other molecules and

properties not shown here.
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Figure S3: Multi-component membrane is well mixed. Panel A shows the average fraction of

DLPC (yellow), DLPE (red) and LCL (blue) neighbors to DNPC (solid lines, with standard devi-

ation in shadow) calculated as previously described.76 Dashed lines show the expected fraction

for an ideal mixture. Panels B-G show snapshots from 50 to 300 ns separated by 50 ns for the

upper leaflet with lipids colored as in panel A plus magenta for UQ10. No lipid clusters or domains

are observed.
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Figure S4: Coefficients of local transversal diffusion [panel A, D(z)] and local resistance [panel

B, R(z)] for UQ2 permeation along the membrane normal (z). As previously described,60,61 coef-

ficients were calculated by D(z) = var (z)

τ
and R(z) = exp[∆G(z)

RT
]D(z)−1 with the variance (var ) and

autocorrelation characteristic time (τ ) of the normal coordinate z obtained from each US simu-

lation window and symmetrized for the two leaflets. The diffusion profile is rather noisy because

of the τ values, calculated by integration of the autocorrelation function. Nevertheless, τ values

have small contributions to the resistance profile, which is determined mainly by the exponential

free energy contribution, ∆G(z). A permeation coefficient may be calculted as P−1 =
∫

R(z)dz,

integrated in the membrane range z=[-3.0,3.0] nm to give P=20 cm s−1. To our knowledge, there

is no experimental value for Q permeation to compare with.
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Table S1: Atomic types and partial charges for PQ and MQ quinone heads. See figure S1 for

atom names.

PQ head

Atom name Atom Type Partial Charge

C5 CA -0.0575

C6 CA -0.0575

C4 CA 0.57

O4 O -0.57

C3 CA -0.115

HM5 HP 0.115

C2 CA -0.115

C1 CA 0.57

O1 O -0.57

CM3 CT3 -0.155

HM31 HA3 0.09

HM32 HA3 0.09

HM33 HA3 0.09

CM2 CT3 -0.155

HM21 HA3 0.09

HM22 HA3 0.09

HM23 HA3 0.09

MQ head

Atom name Atom Type Partial Charge

C5 CA 0.09

C6 CA 0.09745

C4 CA 0.57

O4 O -0.57

C3 CA 0.00

CM4 CA -0.115

C2 CA 0.00

CM1 CA -0.115

C1 CA 0.57

O1 O -0.57

CM5 CQ31 -0.45745

HM51 HA3 0.09

HM52 HA3 0.09

HM53 HA3 0.09

CM3 CA -0.115

HM3 HP 0.115

HM4 HP 0.115

CM2 CA -0.115

HM2 HP 0.115

HM1 HP 0.115

S3



51

3 Balanced internal hydration discriminates
substrate binding to respiratory complex I

Murilo Hoias Teixeira and Guilherme Menegon Arantes

Department of Biochemistry, Instituto de Química, Universidade de São Paulo, SP,

Brazil

Reprinted with permission from Teixeira, M. H.; Arantes, G. M. Balanced internal

hydration discriminates substrate binding to respiratory complex I. Biochim. Biophys.

Acta, Bioenerg., v. 1860, p. 541-548, 2019. Copyright 2019 Elsevier B.V.



Contents lists available at ScienceDirect

BBA - Bioenergetics

journal homepage: www.elsevier.com/locate/bbabio

Balanced internal hydration discriminates substrate binding to respiratory
complex I

Murilo Hoias Teixeira, Guilherme Menegon Arantes*

Department of Biochemistry, Instituto de Química, Universidade de São Paulo, Av. Prof. Lineu Prestes 748, 05508-900 São Paulo, SP, Brazil

A R T I C L E I N F O

Keywords:
Ubiquinone
Molecular recognition
Molecular dynamics simulations
Free energy profile

A B S T R A C T

Molecular recognition of the amphiphilic electron carrier ubiquinone (Q) by respiratory complexes is a funda-
mental part of electron transfer chains in mitochondria and bacteria. The primary respiratory complex I binds Q
in a long and narrow protein chamber to catalyse its reduction. But, the binding mechanism and the role of
chamber hydration in substrate selectivity and stability are unclear. Here, large-scale atomistic molecular dy-
namics simulations and estimated free energy profiles are used to characterize in detail the binding mechanism
to complex I of Q with short and with long isoprenoid tails. A highly stable binding site with two different poses
near the chamber exit and a secondary reactive site near the N2 iron-sulfur cluster are found which may lead to
an alternative Q redox chemistry and help to explain complex I reactivity. The binding energetics depends
mainly on polar interactions of the Q-head and on the counterbalanced hydration of Q-tail isoprenoid units and
hydrophobic residues inside the protein chamber. Selectivity upon variation of tail length arises by shifting the
hydration balance. This internal hydration mechanism may have implications for binding of amphiphilic mo-
lecules to cavities in other membrane proteins.

1. Introduction

Respiratory complex I also known as NADH:ubiquinone oxidor-
eductase is the main entry protein of electron transfer chains in the
inner membrane of mitochondria and in many bacteria. It catalyses
oxidation of nicotine adenine dinucleotide (NADH) through a flavin
mononucleotide and a chain of iron-sulfur (FeS) clusters to reduce
ubiquinone (Q), an amphiphile composed by a p-benzoquinone ring (Q-
head) attached to an isoprenoid chain (Q-tail), which diffuses along the
membrane and carries electrons to subsequent respiratory complexes.
Complex I is also a reversible proton pump and couples the redox
process with generation of an electrochemical gradient across the
membrane, thus contributing to ATP synthesis [1,2,3,4,5]. As an es-
sential metabolic enzyme and a primary site for production of reactive
oxygen species, malfunction of complex I has been linked to several
common neuromuscular, degenerative and metabolic diseases,
ischemia-reperfusion injury and aging [6,7].

Complex I is one of the largest asymmetrical membrane proteins
known. The prokaryotic enzyme is usually composed by 14 core sub-
units (550 kDa mass) containing all the redox centers and proposed
proton pumping channels. These subunits are sufficient for catalysis
and highly conserved from bacteria to human enzymes. The mamma-
lian complex I has 31 additional supernumerary subunits (total of 45

subunits and 980 kDa mass) involved in complex assembly, stability
and specialized metabolic roles.

The first entire atomic structure of complex I was determined [8] for
the eubacterium Thermus thermophilus enzyme by X-ray crystallography
with a resolution of 3.3 Å. The L-shaped structure is composed by a
membrane-bound arm where the proton channels are located, and a
hydrophilic peripheral arm where all the redox cofactors and NADH
binding site are found (Fig. 1A). Mitochondrial structures from the
yeast Yarrowia lipolytica [9] and from several mammals (bovine [10],
ovine [11], porcine [12] and mouse [13]) determined more recently by
cryo-EM experiments revealed the external location of supernumerary
subunits forming a protective shell around the core. The overall geo-
metry of the core subunits is similar in all determined structures which
suggests conservation of Q binding and catalytic mechanisms among
species.

A 35 Å long and narrow Q binding chamber was identified on the
interface of subunits Nqo4 (49 kDa in bovine nomenclature), Nqo6
(PSST) and Nqo8 (ND1) in the T. thermophilus structure (Fig. 1B). This
remarkable protein cavity (Q-chamber) starts on top of a cleft between
subunits Nqo4 and Nqo6 where the substrate Q-head may bind, receive
electrons from the nearby N2 FeS cluster (center-to-center distance
∼13 Å) and form hydrogen bonds through its carbonyl oxygens to the
side chains of Nqo4 Tyr87 and His38, which are both invariant and
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required for full enzymatic activity. X-ray data show the inhibitor
piericidin A and the substrate analogue decylubiquinone, both con-
taining short hydrophobic tails, bind in the Q-chamber at this position
[8,9]. The chamber continues through an amphipathic region, roughly
composed by a charged surface facing the membrane arm and by a large

hydrophobic patch on the opposite side (Fig. 1B and C). It ends exposed
to the lipid membrane in an exit formed by Nqo8 helices TM1, TM6 and
amphipathic helix AH1. The Q-chamber geometry and the free volume
available to accommodate Q inside are similar among all determined
active structures [8,9,11,10,13].

Although complex I has been co-crystallized with small Q analogues
[8,9], it is still unclear how natural substrates with long isoprenoid
chains such as ubiquinone-10 (Q10) will bind and how many stable
binding sites or poses may be present inside the long Q-chamber. Will
each putative binding site lead to different Q redox chemistry? Is
binding dominated by Q-head or by Q-tail interactions? Does water
penetrate in the Q-chamber and play a role during binding? Answers
will help to understand the mechanism of substrate binding in the
amphipathic Q-chamber and to design more potent and selective in-
hibitors.

Molecular simulation is a valuable tool to investigate binding
pathways and energetics of ligands complexed to protein tunnels or
cavities [14,15,16,17,18,19]. For instance, unbinding of a small ligand
from the prototypical T4 lysozyme engineered cavity has been shown to
proceed through multiple competitive tunnels in the protein [19].
Pathways of plastoquinone exchange along different channels in the
photosystem II complex have been determined by coarse-grain
models [20]. For the respiratory complex I, molecular simulations have
been performed [21,22,23] and a recent study [24] explored how the Q
redox state modulates binding in the Q-chamber and triggers the cou-
pled proton pumping.

Here we present large scale molecular dynamics simulations and
estimate free energy profiles for binding of Q with long (Q10) and short
(ubiquinone-2, Q2) isoprenoid chains to the hydrated chamber inside
complex I from T. thermophilus. Notably, our model is based on the
entire complex I structure [8] with corrected coordinates for Nqo6 loop
α2− β2 and on a calibrated force field for Q [25], as described in the
next section. Results show Q is stable in two separated binding and
reactive sites, respectively near the Q-chamber exit and cluster N2. The
binding site (BS) is broad with at least two different stable poses. The
binding mechanism depends on an interesting but previously un-
characterized interplay of Q-head interactions and hydration of both Q-
tail and internal chamber residues. We discuss the implications for
substrate selectivity and reactivity catalysed by complex I and conclude
this binding mechanism may be employed by amphiphilic molecules
binding to other membrane proteins.

2. Materials & methods

2.1. Set-up of protein model and molecular dynamics simulations

The X-ray structure of the complete respiratory complex I from T.
thermophilus (PDB ID: 4HEA) [8] was used to build the protein model.
All core subunits (Nqo1-14) and two accessory subunits Nqo15-16
found in species related to T. Thermophilus were included. Coordinates
for internal segments from subunit Nqo3 (residues 56-72 and 144-147)
missing from the PDB file were constructed de novo using MODELLER
(version 9.15) [26] with default settings. The Nqo3 residues are distant
from the Q-chamber by more than 50 Å. Nqo6 residues 65–69, also
missing from the PDB file, are located in the Q-chamber and in direct
contact with bound Q. These residues are part of loop α2− β2 found in
a different conformation in the corresponding PSST domain of the re-
solved active mammalian structures [11,10,13] (Fig. S1). Thus, we
decided to rebuilt the entire loop (segment between residues D55-P72
of Nqo6) with MODELLER but using the equivalent segment (A82-P98
of subunit PSST) from the ovine enzyme (PDB ID: 5LNK) [11] as a
structural template. The other two flexible loops in the Q-chamber
(Nqo4 β1− β2 and Nqo8 TM5–TM6) should be in appropriate position
for Q binding as the T. thermophilus structure was co-crystalized with a
substrate analogue. The rebuilt coordinates are in excellent agreement
with a refined model for the T. Thermophilus structure (Leonid Sazanov

Fig. 1. Structure of the respiratory complex I and its Q binding chamber. (A)
Overview in cartoon of the structural model from T. thermophilus embedded in a
lipid membrane. FeS clusters are shown as orange and yellow spheres. Q10 is
modeled in the reactive site in red. Inset shows the position of subunits Nqo4,
Nqo6 and Nqo8. (B) Close view of subunits Nqo4 in light blue, Nqo6 in cyan and
Nqo8 in pale green that form the Q-chamber with Q10 colored in green and red
alternating for each isoprenoid unit. Elements of secondary structure and re-
sidues (green sticks and pink spheres) discussed in the text are indicated. Purple
spheres show Nqo8 residues Glu163, Glu213 and Glu248 of the proposed E-
channel [8]. (C) Molecular surface of bound Q colored by the first solvation
layer: yellow is a hydrophobic residue, red is a hydrophilic residue and blue is
water.
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– IST Austria, personal communication) in which coordinates for Nqo6
loop α2− β2, including residues 65–69, were rebuilt directly from re-
refinement of the original electron density [8].

Protonation states of side-chains were adjusted to neutral pH (po-
sitive charge for K and R, negative for D and E, and neutral for all other
residues), except for Nqo4 His38 which was protonated. This is the
expected His38 reactive state for complex I bound to Q, as suggested by
site-direct mutagenesis [27] and simulations [21]. All FeS centers were
modeled in their reduced form. Although the FeS cluster ensemble may
be partially oxidized, cluster N2 is clearly reduced [28]. The exact
redox state of other FeS centers is less important for Q binding because
of their greater distance to the Q-chamber (> 20 Å).

Ubiquinone was modeled in the oxidized form with 10 (Q10) or 2
(Q2) isoprenoid units. Q2 was first docked in the reactive position near
Nqo4 Tyr87 and His38 using AutoDock 4 [29]. The remaining iso-
prenoid units for Q10 were manually placed along the Q-chamber [8] in
an extended conformation. The last two isoprenoid units in Q10 pass
through the least narrow Q-chamber exit formed between Nqo8 helices
TM1, TM6 and AH1 and are exposed to the lipid membrane. All protein
atoms remained in their X-ray structure as the Q-chamber has enough
free volume to accommodate Q without protein movements.

The protein complex was embedded [30] in a solvated POPC (1-
palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine) membrane with 1036
lipid molecules, 192,951 water molecules, and 650 Na+ and 607 Cl−

ions to neutralize the total system charge and keep a 0.1M salt con-
centration, resulting in a total of 794,102 atoms. This model was re-
laxed during two molecular dynamics simulations of 100 ns each, first
with all protein heavy atoms tethered to their initial position by har-
monic restraints, then with all atoms free to move. This procedure re-
sulted in the initial structural model used for the free energy simula-
tions.

Modeling of the Q binding process requires a balanced description
of Q interactions with the hydrated protein interior and the lipid
membrane. This was accomplished by using a calibrated force-field for
Q, previously shown to give very good agreement between simulated
and experimental water-to-membrane partition coefficients and free
energies [25,71]. Interactions of protein, lipids and ions were described
with the all-atom CHARMM36 force-field [31,32]. Water was re-
presented by standard TIP3P [33]. FeS centers were described using the
Chang & Kim [34] parameters with corrections proposed by McCullagh
& Voth [35]. These corrections are important to keep the cuboidal
structure in Fe4S4 clusters.

All molecular dynamics simulations were performed with
GROMACS (versions 5.1.3 and 2016.3) [36] at constant temperature of
310 K, pressure of 1 atm and a time step of 2 fs. Long-range electro-
statics was treated with the Particle Mesh Ewald method [37]. Further
details are given in the Electronic Supplementary Information (ESI).
Visualization and figure plotting were done using PyMol [38] and
Matplotlib [39]. All simulation data and workflow scripts are available
from the authors upon request.

2.2. Reaction coordinates and free-energy calculations

Two reaction coordinates were used to describe the Q binding
process: the distance between the centers of mass (dCOM) of the six
carbon atoms in the Q ring and ten Cα of residues in subunit Nqo4
surrounding the Q-head in the reactive site (Fig. S2); and a pathway
collective variable (Path CV) [40] using a distance metric [16,17] as
implemented in PLUMED 2.3.1 [41] between the Q-head and 55 Cα of
residues in subunits Nqo4, Nqo6 and Nqo8 (Fig. S2) in direct contact
with Q inside the chamber. The Path CV was evaluated with respect to
30 milestone configurations representing progressive binding of Q
along the chamber (see ESI Methods). These two kinds of reaction co-
ordinates have already been used successfully to describe ligand
binding along protein tunnels or cavities [16,17,18,19]. Results are
presented using the shifted coordinate sdCOM=4 nm – dCOM, so that

entrance of Q from the membrane into the Q-chamber proceeds from
low to high values and is seen from left to right in the figures shown.
This representation is more intuitive than using dCOM or Path CV,
which run from high to low values during entrance of Q. All the con-
clusions drawn here are equivalent when projections over either dCOM
(and its sdCOM representation) or the Path CV are used to describe the
results (Fig. S3 and ESI).

Free energy profiles for Q binding were estimated with umbrella
sampling (US) simulations [42]. Initial configurations for each umbrella
window were generated from the initial structural models described
above by pulling the terminal carbon in the isoprenoid tail along the
membrane plane (XY direction) with a pulling velocity of 0.2 m/s.
About 50 ns of steered molecular dynamics were enough to drive Q
from the initially prepared reactive configuration (dCOM=0.4 nm)
towards protein dissociation to the membrane (dCOM=4.1 nm). US
windows separated by 0.1 nm were chosen to cover the full range of
dCOM, which was restrained with a harmonic potential with force
constant kumb,dCOM=2000 kJmol−1 nm−2. Additional windows were
introduced to increase sampling and overlap of the dCOM and Path CV
distributions, which were then restrained with force constants
kumb,dCOM=200 and kumb,Path=200 kJmol−1 nm−2. A total of 55 and
46 windows were used to emulate binding for Q10 and Q2, respectively
(Table S1). Each coordinate window was sampled for 200 ns for Q10 and
150 ns for Q2, with a sample collected every 20 ps. Total aggregate si-
mulation time was over 28 μ s, including preliminary runs shown in the
ESI. Potentials of mean-force were obtained from the 2D reaction co-
ordinate distribution with WHAM [42,43] and the statistical un-
certainty was estimated as 95% confidence intervals by bootstrap
analysis with 50 resampling steps [44]. The initial 50 ns of each
window were discarded to allow equilibration of orthogonal degrees of
freedom. The 1D profiles shown are projections over the minimum 2D
free energy pathway. All calculated properties such as number of con-
tacts, hydration, COM distances, etc, were collected over the aggregated
windows for each US simulation, binned along the reaction coordinate
and averaged for each bin.

3. Results

3.1. Q transits through a hydrated chamber with a highly stable binding site

Q binding is described here by the reaction coordinate sdCOM (see
Methods and Fig. S2). Entrance of Q from the lipid membrane into
complex I corresponds to sdCOM running from low to high values.

Fig. 2 shows the free energy profile for Q10 binding estimated from
umbrella sampling with molecular dynamics simulations. Before en-
trance of Q, the chamber interior in complex I is filled with tens of
water molecules (Fig. S4). To initiate the binding process, a Q10 mo-
lecule approaching from the membrane pool will exchange contacts
with lipids for exposed hydrophobic residues in Nqo8 helices TM1, TM6
and AH1 (denominated CE position, inset I of Fig. 2A. See also Figs. 2E
and S5B). The hydrophobic and flexible isoprenoid Q-tail often folds on
itself (Fig. S6A) and the average Q-head distance to the membrane
center is only 0.2 nm higher than the equilibrium distance when Q is
free in the lipid (Fig. 2B). This should minimize the free energy cost
associated with formation of the initial protein-Q encounter complex
[25]. The Q-head passes through the hydrophobic chamber exit at
sdCOM=0.4 –0.6 nm (Fig. S6A) with almost no energy cost as there is
enough area for Q transit without significant protein deformation (Fig.
S6B).

A broad and highly stable binding site is found between
1.0 < sdCOM < 1.5 nm (BS position, inset II in Fig. 2A) with two iso-
energetic binding poses: at sdCOM=1.1 nm the Q-head is highly hy-
drated and, at sdCOM=1.4 nm Q oxygens form hydrogen bonds with
conserved Nqo8 Arg36 and Lys65 (Fig. 3A). This is the global minimum
of the free energy profile, suggesting that complex I will be frequently
loaded with a Q10 molecule at this site. Hydrophobic residues internal
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to the Q-chamber dehydrate due to entrance of Q and partial expulsion
of water molecules from the chamber to the aqueous phase (Fig. 2C). Q-
head interactions with hydrophobic groups decrease, hydrophilic con-
tacts are formed and hydration increases from an average of 2 water
contacts in sdCOM=0.3 nm to almost 5 contacts in sdCOM=1.2 nm
(Fig. 2D and F).

As Q10 proceeds into the chamber, the free energy increases through
a sequence of shallow local minima and reaches a plateau of ∼37 kJ/
mol between 2.6 < sdCOM < 3.4 nm (Fig. 2A). Considerable wetting
of isoprenoid units 1 to 4 is observed in the same sdCOM range
(Fig. 2G).

In the minimum found at 3.2 < sdCOM < 3.4 nm, a Q carbonyl
oxygen can form a hydrogen bond with the protonated Nqo4 His38

side-chain (pre-RS position, Fig. 3B). Q is still far from Nqo4 Tyr87 and
the other closest acidic residue, Nqo8 Glu225, is more than 8Å away. In
order to form hydrogen bonds with both His38 and Tyr87, the barrier at
sdCOM=3.45 nm has to be transposed.

A metastable reactive site (RS position, inset III of Fig. 2A) is found
at 3.5 < sdCOM < 3.65 nm where the lowest free energy is 42 kJ/mol
(inset IV of Fig. 2A). The chamber is more hydrophobic in this region
(Fig. 1C) and the Q-head dehydrates to form hydrogen bonds with both
Tyr87 and His38 (Fig. 2D and F). The Q-head is 13 Å from the N2
cluster, in appropriate position to be reduced to the quinol form
(Fig. 3B). Two other minima may be identified in the RS (using the Path
CV reaction coordinate, Fig. 3C), with the Q-head performing only one
hydrogen bond with either Tyr87 (Path CV=4) or His38 (Path

Fig. 2. Binding of Q10 along the chamber in respiratory complex I. (A) Free energy profile (black line) with statistical uncertainty (blue shadow). Insets I, II and III
show the structure of complex I with Q10 (red, Q-head in purple) located in the chamber exit (CE), binding site (BS) and reactive site (RS), respectively. Inset IV zooms
the profile in the RS region. (B) Distance of Q-head COM to the membrane center (black) and to the N2 cluster COM (red). Dashed line (gray) indicates the Q-head to
membrane equilibrium distance when Q is free in the lipid [25], 1.60±0.15 nm. (C) Number of water contacts to hydrophobic (green) and hydrophilic (blue) protein
residues in the Q-chamber interior. Q oxygen contacts with: (D) hydrophobic (black, apolar protein+ lipid hydrocarbon tail) and hydrophilic (red, polar and charged
protein+water) groups; (E) hydrophobic protein (green) and lipid (blue, both polar head and hydrophobic tail) groups; (F) hydrophilic protein (black) and water
(red) groups. (G) Water contacts with Q10 isoprenoid units 2 (green), 4 (blue), 6 (black) and 8 (red). The x-axis in all panels displays the sdCOM reaction coordinate.
In panels B–G, lines indicate average properties and shadows indicate one standard deviation.

Fig. 3. Binding (BS) and reactive (RS) sites in complex I. (A) Protein environment in the BS with two stable Q10 positions in magenta (sdCOM=1.1 nm) and green
(sdCOM=1.4 nm). Isoprenoid tail of the green Q was removed to ease visualization and water molecules indicate chamber hydration. (B) Environment of Q10 at the
pre-RS position (sdCOM=3.3 nm, Path CV=6) in magenta and at the lowest minimum in the RS (sdCOM=3.6 nm, Path CV=2.5) in green, with the two
respective Nqo4 His38 conformations shown in the same colors. Other residues are colored as their subunits in Fig. 1. (C) Two-dimensional free energy profile for Q10

binding in the RS region.
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CV=3), as found in a previous simulation [22].
There is a network of ionic side chain contacts near the Q-chamber

(Fig. S5A). While part of these contacts remain stable during the full
binding process (for instance, Nqo8 Arg294 and Lys65. See Fig. S7 and
the section “Possible role of Q binding in activation of the E-channel” in
ESI Supplementary Results), some ionic contacts are perturbed either
by hydrogen bonding with the Q-head (Nqo8 Arg36 and Nqo6 Arg69)
or indirectly (Nqo8 Arg216) via a combination of electrostatic inter-
actions. In the proposed E-channel (Fig. 1B), Nqo8 Glu213 approaches
Glu163 at 2.2 < sdCOM < 3.5 nm in response to coordination with
Arg216, which also depends on contacts with Nqo8 Glu248 and the
highly flexible Glu223 (Fig. S7). These correlated motions might link Q
transit with activation of the E-channel and proton pumping in the
membrane arm.

3.2. A shorter isoprenoid tail increases stability of Q in the reactive site

Although natural complex I substrates have 6 to 10 isoprenoid units,
experiments are often carried out with more soluble short-tail analo-
gues [45,46,47,1,27]. The effect of Q-tail length on binding was in-
vestigated by simulating Q2 as shown in Fig. 4. The free energy profile
is similar to Q10 binding up to Q entrance in the BS (sdCOM < 1.5 nm,
Fig. 4A). The only difference is the relative smaller stability of the
hydrated BS pose for Q2 (sdCOM=1.1 nm, similar to a binding site

identified for Q1 in another simulation study [24]). Hydration of the Q2-
tail and the chamber interior, and contacts performed by the Q2-head
(Fig. 4 B–D) are also equivalent to those performed by Q10 up to this
point of the binding process.

As Q2 proceeds into the chamber, the free energy increases steeply
and reaches a rough plateau of ∼45 kJ/mol between
2.3 < sdCOM < 3.1 nm (Fig. S5C). Unfavorable hydration of the
isoprenoid tail and of hydrophobic residues inside the Q-chamber also
increase in this profile region (Fig. 4B and D).

At sdCOM∼3.2 nm the free energy decreases simultaneously to
dehydration of the Q2-tail and of chamber residues near the more hy-
drophobic RS (Figs. 4D and S6D). During the Q2 binding process, water
contacts with hydrophobic residues inside the chamber decrease for
sdCOM≤ 1.7 nm when the Q-tail is occupying the BS, then increase
until sdCOM∼2.7 nm due to re-hydration of residues near the BS and
the chamber exit, and decrease again as the Q-head approaches the RS
(Figs. 4B and S6E).

The barrier at sdCOM∼3.4–3.5 nm separating the RS is independent
of Q-tail length (13 kJ/mol for Q2 and 15 kJ/mol for Q10, Figs. 4A and
2A) and corresponds to dissociation of the hydrogen bond formed be-
tween the twisted His38 side chain and a Q carbonyl oxygen. As the Q-
head enters the RS, His38 flips back and reforms contacts with the Q-
head and Nqo4 D139 (Figs. 3B and S6E). At the RS, Q2 has only one
clear local free energy minimum (Fig. S3E) which is 20 kJ/mol more
stable than the Q10 minimum at the RS.

4. Discussion

4.1. Binding stability depends on Q-head interactions and on
counterbalanced hydration of Q-tail and chamber residues

The free energy profiles estimated here for Q binding into complex I
may be rationalized by the interplay of Q-head interactions and hy-
dration of both Q-tail and apolar residues inside the amphipathic Q-
chamber.

For initial binding of either Q2 or Q10, the Q-head exchanges un-
favorable hydrophobic interactions with lipids and the apolar protein
exterior for stabilizing hydrophilic interactions inside the BS. Hydration
of the isoprenoid tail is minimal and entrance of Q expels to the aqu-
eous phase part of the water molecules in contact with apolar residues
near the chamber exit. These interactions and the considerable driving
force (stabilization of 20–25 kJ/mol) for initial Q binding are in-
dependent of tail length.

However, internal hydration varies with the length of the Q-tail as
binding proceeds towards the RS (Fig. S4). For Q10, hydrophobic re-
sidues in the chamber are continuously dehydrated due to internal
water expulsion by the long Q-tail and the free energy increases mostly
due to hydration of isoprenoid units. For Q2, both isoprenoid tail and
apolar residues near the chamber exit are hydrated, leading to an even
higher free energy. As Q2 approaches the more hydrophobic RS, the free
energy decreases due to partial dehydration of the short isoprenoid tail.
For Q10, the free energy remains relatively stable while approaching the
RS because dehydration of primary isoprenoid units (1–2) is compen-
sated by hydration of units (5–6) in the middle of the Q-tail. This ba-
lanced internal hydration is a particular case of hydrophobic effect that
may be employed for selective recognition of amphiphilic ligands
[48,49].

The amphipathic nature of the Q-chamber (Fig. 1C) is conserved
among species (Fig. S5D) suggesting the balance of interactions de-
scribed here is essential for binding of the amphiphilic Q molecule. In
fact, the role of long isoprenoid tails in dewetting the Q-chamber may
have exerted part of the evolutionary pressure that led to complex I
natural substrates with 6 or more isoprenoid units.

The extent of internal hydration in the Q-chamber may be ques-
tioned [50] since the highest resolution of available complex I struc-
tures (3.3 Å [8,13]) is not enough to determine the position of water

Fig. 4. Binding of Q2 along the chamber in complex I. (A) Free energy profile
(black line) with statistical uncertainty (blue shadow). Inset I shows the
structure of complex I with Q2 (red, Q-head in purple) at the binding site and
inset II zooms in the RS region. (B) Water contacts to hydrophobic (green) and
hydrophilic (blue) protein residues internal to the Q-chamber. (C) Q oxygen
contacts with hydrophobic (black) and hydrophilic (red) groups; (D) Water
contacts with Q2 isoprenoid units 1 (green) and 2 (blue).
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molecules. But, water exchange from inside the Q-chamber is fre-
quently observed and takes a few ns or less during our simulations (Fig.
S8), in line with the hydration of internal cavities observed for other
stable proteins [48,51]. The high water content found inside the Q-
chamber here and in previous simulations of complex I [21,23] may
also play a structural role for stabilization of the network of ionic re-
sidues present near the BS by shielding part of the unfavorable di-
electric effect of charges buried in a protein [52]. In mitochondrial
complex I, external supernumerary units [9,11,10] may decrease water
penetration in the Q-chamber, and hence lead to a relatively less stable
minimum for Q binding in the BS and lower free energies for Q reaching
the RS.

4.2. Mechanistic interpretations in comparison to previous experiments and
future proposals

The high affinity BS found near the Q-chamber exit will be often
loaded with a substrate molecule, even if Q is depleted from the
membrane pool. Unwanted or reverse redox reactions involving Q
bound in the BS will be minimized given the large distance to FeS
centers [53].

A sequential and separated BS in the Q-chamber [54,3] is supported
experimentally by the slow-relaxing EPR signal (SQNs) attributed to
semiquinone radical interaction with cluster N2 separated by ∼ 30 Å
(Fig. 2B) [55,56,57], and by auto-inhibition of complex I reductase
activity observed in high concentrations of short-chain Q substrates
[45,46,58].

However, neither Q with a short or long tail have been observed
bound to the BS in reported complex I structures. The intensive treat-
ment with detergent used for protein purification will wash out en-
dogenous Q. The BS has a broad free energy basin, where at least two Q-
head poses were found (Fig. 3A). This will blur Q densities and difficult
the resolution of a unique binding position. Dehydration of the water
rich BS during crystallization may also destabilize Q binding at this site,
in favor of the less hydrated RS. The relative free energy difference
between both sites is quite low for short Q-tail and may depend on
medium composition or even be reversed in crystals [8,9].

Structural determination carried out using lipid phases with high
content of Q10 or long-tail analogues may be able to observe Q bound to
the BS. During enzyme turnover, Q binding to the BS is expected to
involve a fast pre-equilibrium in relation to slower formation of the RS
state. This could be probed by pre-steady state experiments of burst
kinetics, analyzing the relaxation time in different substrate con-
centrations [59].

The pre-RS pose (sdCOM=3.3 nm) found here with Q protonation
only by His38 for both Q10 and Q2 suggests a secondary site for Q re-
duction and possible production of QH(⋅) semiquinone radicals [56,57].
This could be an alternative reduction mechanism when re-protonation
of Tyr87 during turnover has been impaired or when Tyr87 is mutated
(Table S5) [60]. For two-electron reduction, the high basicity of Q2− or
even QH− suggests that the second proton to form the quinol could be
borrowed from a water molecule present in the chamber. The pre-RS
site corresponds to the position occupied by the inhibitor 4-quinazoli-
nylamine co-crystalized with the Y. lipolytica complex I structure [9].
This site distance to the N2 cluster is 13–15 Å (Fig. 2B), also in line with
the fast-relaxing EPR signal (SQNf) attributed to semiquinone formation
[55,56,57].

The experimental turnover rate of complex I catalysis is similar for
reduction of Q with 10 to 4 isoprenoid units (average
kcat=380±39 s−1), but decreases significantly for Q with shorter tail
(kcat=138±7 s−1 for Q2 reduction) [50]. This rate drop-off may be
interpreted by assuming the intrinsic barrier for redox conversion of
oxidized Q to quinol (QH2) bound at the RS is independent of Q-tail
length and by noting that free energies calculated here show similar
barrier heights for Q2 and Q10 but higher stability for Q2 (favored by
20 kJ/mol when bound at or near the RS). Thus, the rate-limiting step

in the slower Q2 turnover should change in relation to Q with long tails
and take place after formation of bound quinol, probably product re-
lease. Due to high stability of Q bound to the BS and possible fast Q
entrance inside complex I (high kon), a second short-tail substrate mo-
lecule may easily enter the chamber after the first one, and block dis-
sociation once the first is reduced. This would not occur for Q with a
long tail which occupies the BS and is also in line with the auto-in-
hibition of complex I activity observed in high concentrations of Q with
short tails [45,46,58].

Another molecular dynamics simulation study of Q binding into the
chamber in complex I was recently published [24]. A free energy profile
obtained with umbrella sampling was shown for Q1 binding and a
stable BS was also found. The profile is qualitatively similar to the Q2

profile presented here, but with lower free energies for Q moving to-
wards the RS. Q10 binding was also studied, with an approximate dif-
fusion model. The resulting free energy profile is almost flat and com-
pletely different from the Q10 profile presented here. These differences
may be due to the unpublished force-field, truncated complex I struc-
tural model (for US simulations) and significantly shorter (10 to 20
times less than here) simulation times used, and precluded analysis of
chamber hydration along the binding process [24].

5. Conclusions

Free energy profiles obtained with large-scale molecular dynamics
simulations for binding of amphiphilic molecules Q2 and Q10 into
complex I were presented here. A secondary reactive site was found
near cluster N2 with Q-head protonation by the rotated His38 side-
chain. This site may lead to an alternative Q redox chemistry. A binding
site near the chamber exit was also found with two binding poses sta-
bilized by hydrophilic Q-head contacts. The profiles also help to in-
terpret previous complex I observables, propose novel experiments to
confirm the stability of Q at the secondary binding site, and suggest that
mechanistic inferences of complex I binding and activity of natural Q
substrates should be made with caution when based on experiments
with short tail analogues.

Interestingly, the energetics of Q transit inside the chamber towards
the reactive site is determined by the balanced hydration of Q-tail and
of apolar residues within the Q-chamber. The Q-tail length modulates
substrate selectivity by shifting this balance: a long tail will expel more
water molecules from the Q-chamber but also bear more isoprenoid
groups hydrated by the remaining internal water, whereas a short tail
will leave more water inside the chamber and in contact with hydro-
phobic residues. This mechanism may be employed by amphiphilic
molecules binding to internal hydrated cavities in other membrane
proteins, such as lipid flippases and scramblases [61] or fatty acid-
binding proteins [62].
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Supplementary data to this article can be found online at https://doi.
org/10.1016/j.bbabio.2019.05.004.
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Supplementary Methods

The structure of complex I from T. thermophilus[8] did not contained a bound NADH, so this substrate

was not included in the computational model. The NADH binding site is located more than 50Å from the

Q-chamber. Given the total simulation time per sampling window, it is unlike that any structural perturbation

near the Q-chamber could have been caused by lack of NADH in the model. A disulfide bond was included

between residues Nqo2 C144 and C172. All missing atoms in chain terminal regions were not built in the

model nor considered for analysis. The only missing terminus that might be located close to the Q-chamber

is Nqo6 residues 1-15 (sequence MALKDLFERDVQELE). This N-terminus has amphipathic character with

many charged residues and the sequence is not conserved among species. Thus, it should not penetrate in

the membrane nor perturb Q attachment to the nearby chamber exit formed by Nqo8 helices TM1, TM6 and

AH1. It should be mentioned that other Q-chamber exits exposed to the lipid membrane have been proposed,

including TM1 and TM7, or TM5 and TM6, both together with AH1, all from subunit Nqo8 (or the equivalent

ND1 in bovine)[8, 10, 13]. These other proposals were not considered here as they show narrower exits and

should require significant protein movement for passage of the Q-head.

Although Nqo4 loop β1–β2 and Nqo8 loop TM5–TM6 have been observed in different conformations[9, 11,

10], the position of these loops in the T. thermophilus structure should be appropriate for describing Q binding

as it was co-crystalized with Q analogues[8].

All protein hydrogens atoms were built with the GROMACS utility[35] during model construction. The

NPT ensemble was used in all simulations. Temperature was maintained with the Bussi thermostat[63] and a

coupling constant of 0.1 ps with two separate coupling groups (water plus ions and everything else). Pressure was

kept with the Berendsen barostat[64] during the initial equilibration and with the Parrinello-Rahman barostat

for the umbrella sampling simulations with a coupling constant of 1 ps and a compressibility of 1.10−5 bar−1.

Semi-isotropic coupling in the direction normal to the bilayer was applied. A real space cutoff of 1.2 nm was

used for PME electrostatics and van der Waals interactions. No dispersion corrections were applied. All covalent

bonds were constrained using LINCS[65].

For both Q10 and Q2 simulations, US windows were separated by 0.1 nm in the dCOM range 0.43-3.43 nm

and 3.60-4.10 nm that covers binding through the entire Q-chamber and the membrane exit. Residues used for

the definition of both reaction coordinates are shown in Fig.S2. Additional windows were placed with reference

dCOM and Path CV as shown in Table S1. Coordinate distributions were checked for sufficient overlap between

adjacent 2D-windows, as required by the WHAM procedure. Two Supplementary Files are included: coordinates

of the 30 milestone configurations used for calculation of Path CV; and the initial Q10-bound structure used
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for all simulations. Results can be fully reproduced using these files and the information described here. In

all analysis shown, a contact was considered when the distance between any pair of atoms in each group was

smaller than 3.5Å. Table S2 shows the atoms included on each group. Isoprenoid units were composed of 5

carbons and the 8 bound hydrogens, except for the terminal isoprenoid with an extra hydrogen.

The choice of reaction coordinate is crucial for reliable calculation of free energy profiles. A simple distance

metric between a reference point in the protein and another in the ligand would suffice to describe transit along

the Q-chamber if it was homogeneously thin and tight, like a perfect tunnel. However, the Q-chamber BS and RS

are relative bulky cavities where different poses and interactions may correspond to the same reference distance.

In these sites, a simple distance metric becomes ill-defined and sampling with only one control coordinate

such as dCOM would be flawed. In order to help resolving Q transit inside the full chamber, the Path CV

coordinate based on milestone configurations along the binding pathway was used here[17]. Two-dimensional

free energy surfaces are shown in Fig. S3A and B. They are rather diagonal, indicating that presentation of

results using projections on either dCOM or Path CV coordinates would lead to equivalent conclusions. For

instance, the projected profiles in Fig. S3C and D are qualitatively similar displaying the same number of local

minima, maxima and relative energies, except for the end of the Path CV profile (Path CV>26) which is more

compressed due to the smaller number of milestone configurations used in this region. Two-dimensional profiles

are used here to resolve the profile minima in the RS region, as shown in Figs. 3C and Fig. S3E.

Given the size and complexity of the simulated system, it is unlike that all degrees of freedom were fully

sampled in our simulations. However, the most important ones – hydration of the chamber interior and Q-tail

– appear to have been well sampled. Fig. S8 shows the relaxation of internal water molecules bound near

the Q-chamber. Internal water diffuses slower (first peak in panels S8A-C) than bulk water (second peak) as

expected, but fully exchanges from the protein interior to the bulk in less than 10-15 ns. Thus, hydration of

different groups in the Q-chamber and the Q-tail equilibrated in less 50 ns in all US windows. Figs. S1D/E

show that stabilization within statistical uncertainty of the free energy calculated for Q bound in the RS state

(∆GRS) is observed with an equilibration time of 40-50 ns and acquisition time of 80-90 ns per US window.

This point of the profile has the slowest convergence over all US simulations presented here. Error bars (blue

shadows) in free energy profiles indicate the sampling statistical uncertainty only. Imperfections in model

composition and structure or in the interaction force-field may introduce systematic errors, which unfortunately

are difficult to estimate. Nevertheless, the favorable comparison between three different profiles obtained from

different starting structures for Q10 (Figs. 2A and S1C) and Q2 (Fig. 4A) suggest that our results have at least

semi-quantitative precision.

Supplementary Results & Discussion

Structure of Nqo6 loop α2–β2

As described in the Methods section of the main text, the protein model used here was based on the structure

of the respiratory complex I from T. thermophilus (PDB ID: 4HEA)[8], with Nqo6 loop α2–β2 rebuilt using

the loop in the ovine enzyme as a template (Fig. S1A). The resulting loop structure after relaxation is very

close to other mammalian enzymes, including the recent mouse structure (PDB ID: 6G2J)[13] determined with

a 3.3Å resolution (root mean-squared deviation, RMSD, of 0.14 nm, Table S3). The original (4HEA) Nqo6 loop

α2–β2 structure is quite different (RMSD of 0.56 nm). Hence the RMSD of 0.18 nm found for Q-chamber in

comparison to the 4HEA structure in Table S3 is caused almost completely by deviations on this Nqo6 loop.
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In preliminary simulations shown in Fig. S1, the missing Nqo6 residues 65-69 were built with MODELLER

de novo, i.e. without a structural template. A rather different loop structure was obtained as shown in Fig. S1B,

with divergent positions of highly conserved Arg69 and Arg62. This difference had a profound impact on the

calculated free energy (Fig. S1C). The profile in sdCOM<1.5 nm is similar to Fig. 2A in the main text, as Q is

still distant from Nqo6 loop α2–β2. However, the bumps found in between 1.5<sdCOM<2.5 nm (Fig. S1C) are

due to artificial interactions of Arg62 with the Q-head. These are not observed in the main text simulations as

Arg62 is distant from the Q-chamber when the Nqo6 loop structure is based on the ovine enzyme (Fig. S1B).

Differences in the profiles are even more pronounced when Q is bound at the RS. In fact, no (meta)stable free

energy minimum is found in the RS, as Arg69 artificially binds the Q-head instead of the protonated Nqo4

His38 (Fig. S1B). Thus, caution should be used when building loop segments de novo, particularly if the built

residues are in contact or near the protein region to be studied in detail.

Modelling limitations

Based on the complex I structure co-crystalized with a substrate analogue[8], our initial model should be

appropriate to study Q binding in the internal chamber formed by subunits Nqo4, Nqo6 and Nqo8. This Q-

chamber is rather stable and shows similar conformations among different species (Table S3). But the flexible

Nqo6 loop α2–β2, originally with a missing segment[8], had its structure rebuilt here using the ovine loop[11]

as a template. Such structural refining turned out to be important to describe Q stability in the RS (Fig. S1).

Given an appropriate structural model and a reasonable description of Q interactions[25], accurate simulation

of Q binding also requires sampling the configurational space. The narrow and conformationally restrict Q-

chamber suggests that configurational freedom of groups inside will be small and that description of ligand

binding with a simple distance coordinate may be accurate. However, the BS and the RS are bulky cavities and

a more elaborate control coordinate such as the Path CV[17] had to be employed (see SI Methods). Formation of

the initial ligand-protein encounter complex with Q still in the membrane or crawling over the protein surface

in order to find the exposed chamber exit were not considered here. Although these will contribute to the

total binding free energy, simulating processes with Q outside the chamber requires sampling a much larger

configurational space or using elaborate spacial restrictions[66].

Protein contacts and flexibility along Q-binding

Q transit may be described starting from the chamber exit when the Q-head is in contact with apolar residues

in helices Nqo8 TM1, TM6 and AH1 (Fig. S5B). Once inside the chamber and towards the BS, the Q-head

is close to the Nqo8 loop TM5–TM6 (in the membrane arm side) and TM1 (in the opposite side), and with

Nqo6 β1-strand and loop α1–β1. After the BS, when the chamber has a turn upwards, the Q-head interacts

mostly with Nqo6 helix α2, loop α2–β1, β1-strand and turn α4–α5. Once in the RS, the Q-head forms contacts

with Nqo6 α2 (and the nearby loop α2–β1 that binds the N2 cluster) and Nqo4 loop β1–β2, end of α4 and

C-terminus helices and loop α2–α3 (Fig. 1B).

Besides the BS, pre-RS and RS positions already described in the main text, the Q-head may directly contact

charged residues at sdCOM=1.8 nm and hydrogen bond with Nqo8 Arg45 and Nqo6 Arg69 (Fig. S5A). The

Q-tail forms several hydrophobic contacts with apolar residues particularly when isoprenoid units approach the

chamber exit, the Nqo6 helix α2 and the Nqo4 loop β1–β2 (Fig. 1).

The Q-chamber backbone and all described secondary structures remain stable during the simulations.

For Q10 binding, RMSD of Cα position for Q-chamber residues vary between 0.1-0.3 nm along the binding

S3



coordinate. Most of this can be traced to thermal fluctuations of Nqo4 loop β1–β2, Nqo6 loop α2–β2 and

Nqo8 loop TM5–TM6 (Table S3). Fig. S9 shows representative RMSD trajectories calculated for entire chains

Nqo4, Nqo6 and Nqo8, and for only Nqo8 residues E163, E213 and R216 possibly involved in activation of

the E-channel, for US windows with Q bound in the RS and in the BS. Structural fluctuations during the

trajectories are small (<0.1 nm), as expected for stable structures. The initial RMSD to the X-ray structure

express structural relaxation in water during model equilibration and, for the individual residues, also includes

the protein response to Q transit inside the chamber (see below section Possible role of Q binding in activation

of the E-channel).

Point mutations and Q-chamber stability

Point mutations on residues in the Q-chamber perturb assembly of the complex and its enzymatic activity

(Table S5)[8]. Several of these mutations are known to be pathological in humans[6, 7]. Interestingly, mutations

on the less flexible residues Nqo8 E35, R36, R45, D62, performing stable ionic contacts (Fig. S7) in the opposite

side of the membrane arm, near Nqo8 helices TM1 and AH1, are more deleterious and reduce the content of

assembled complex I, unless a conservative mutation is observed. These four residues also show the highest

conservations among the Q-chamber (Table S4). There is more plasticity on the network of ionic contacts on

the side of the E-channel which fluctuate often during our simulations (Fig. S7). Mutations (Nqo8 E163, E213,

R216, E223, E225, E248 and R294) are less deleterious and activity is maintained even when a charge is reversed

(such as E163K, Table S5). Thus, ionic contacts on the side of Nqo8 helices TM1 and AH1 have an essential

structural role and keep the Q-chamber architecture. Contacts on the E-channel side near Nqo8 helices TM5

and TM6, and Nqo6 β1 strand may fluctuate without disrupting the enzyme structure. These “controlled”

fluctuations may be explored by evolution in order to modulate enzyme activity. Indeed, it has been shown

recently that localized unfolding of Nqo8 TM5 and TM6 and Nqo6 β1 is involved in the active-to-deactive

transition observed in mammalian complex I[67].

Possible role of Q binding in activation of the E-channel

The network of ionic contacts near the chamber is perturbed by passage of Q, specially contacts located on

the membrane arm side (Fig. S7). The Q-head forms hydrogen bonds with Nqo8 Arg36 in the BS (sdCOM=1.4

nm, Fig. 2F), leading to rupture of the Arg36–Glu66(Nqo6) salt bridge, which otherwise remains stable along Q

binding. Contact Arg36–Asp62, although formed transiently before the BS, is only stable in sdCOM>1.4 nm,

after Q passage towards the RS (Fig. S7C). Nqo6 Arg69 forms transient salt bridges with both Nqo8 Glu223

and Glu225. After passage of Q and hydrogen bonding with the Q-head (sdCOM=2.3 nm, Fig. 2F), only

Arg69 bridge with Glu225 remains stable and the contact with Glu223 may no longer be formed (sdCOM>2.3

nm, Fig. S7B). When not coordinated with Arg69, the flexible Glu223 side-chain approaches Nqo8 Arg216 (in

sdCOM=0.3, 1.2, 2.2 and 3.1 nm, Fig. S7D) disturbing its contact with Glu213, which in turn may approach

Glu163 (Fig. S7F), the following residue in the E-channel (Fig. 1B). Note that Glu223 never approaches Glu213

itself (Fig. S7E). Additionally, when Q is in the RS (sdCOM> 3.5 nm), the otherwise stable bridge Arg216–

Glu248 in Nqo8 is slightly perturbed (Fig. S7D), bridge Arg216–Glu213 has the closest contact over the binding

process and Glu213 is the farthest from Glu163 (Fig. S7F).

This highly hydrated network of ionic contacts has been proposed to be involved in a putative Nqo8 proton

pumping channel and in the coupling between the Q redox process and proton pumping in the membrane arm,

via the E-channel[8, 21, 23, 24]. The above observations allow us to speculate a possible role for Q transit in
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the coupling mechanism. When Q is unbound from complex I, the proton pumps should be deactivated as no

electron transport will take part. This is in line with the large Glu213–Glu163 distances seen for sdCOM<2.0

nm. As Q loads the chamber, the ionic network is perturbed as described above, Glu213 approaches Glu163,

and the E-channel may propagate a “ready-to-go” signal to the proton channels. As soon as Q is reduced and

binds the H+ from Nqo4 His38, Asp139 (Asp160 in bovine numbering) may twist and contact Arg294 which in

turn complete activation of the E-channel to trigger proton transfer.

Besides the rebuilt Nqo6 segment D55-P72 (see Materials & Methods in the main text and discussion above

in section Structure of Nqo6 loop α2–β2), Nqo8 Arg216 and Glu163 also occupy positions in our initial protein

model and during the US simulations that are fairly different from the T. thermophilus X-ray structure[8].

Arg216 is located in a flexible loop, near rebuilt Arg69, partially exposed to the Q-chamber and distant 18 Å

from the Glu213 side chain in the X-ray structure. During initial model equilibration and over all simulated

US windows (Fig. S9C-D), Arg216 moved away from the Q-chamber towards Glu213 (6 Å side chain distance

in our equilibrated model), in line with chamber occupation by a Q molecule with long tail, electrostatic

repulsion from Arg69, intrinsic loop flexibility and the smaller side chain distance (12 Å) observed in the ovine

structure[11]. The increased Glu163–Glu213 side chain distance observed in our initial model as well as along

Q transit (specially when sdCOM<2.0 nm, Fig. S7F) in comparison to the X-ray structure (6 Å) is brought by

a local unwinding of the TM helix holding Glu163 (e.g., Fig. S9C). However, this unwinding is reversible and

depends on the Q position along the binding process (2.0< sdCOM <3.5 nm), leading to smaller Glu163–Glu213

distances (Fig. S7F) and restoration of the Glu163 X-ray structure (Fig. S9D). Although this fluctuation of

Glu163 position may be caused by Q transit inside the chamber and be related to the coupling mechanism, as

proposed in the previous paragraph, it may also be an artifact of the anionic protonation state chosen to model

Glu163. Anionic Glu213 suffers only side chain rotations and has a backbone conformation similar to the T.

thermophilus X-ray structure.

In summary, the network of charged residues close to the BS may function as an ionic interface separating

the hydrophobic exterior (apolar residues and lipid) from the more hydrated Q-chamber interior, much like

the zwitterionic head in a phospholipid is at the membrane interface (Fig. 2B). Accurate molecular simulations

of the correlated motions found on this network of residues in complex I may require more realistic model

compositions such as representing the several possible protonation states of residues in the Q-chamber and

E-channel and the electrochemical gradient across the membrane.
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Figure S1: Structure of the Nqo6 loop α2–β2 and its impact on the free energy profile for Q binding. (A) Close view in cartoon of
subunits Nqo4 (light blue), Nqo6 (cyan) and Nqo8 (pale green) with Q10 modeled in green sticks and loop structures from ovine
in blue (PDB ID 5LC5), T. thermophilus in yellow (PDB ID 4HEA) and Y.lipolytica in red (PDB ID 4WZ7). Note the missing
segment 65-69 from the T. thermophilus in dashed yellow backbone. (B) Same view as (A), but with the loop of the relaxed initial
protein model used in the main text simulations (Fig. 2) in magenta (compare with the blue loop in panel A), and the loop from
T. thermophilus with the missing residues 65-69 built with MODELLER de novo in cyan. Arg69, Arg62 and Arg57 are also shown.
(C) Free energy profile in black with statistical uncertainty in blue shadow obtained with the Nqo6 segment 65-69 built de novo

as shown in panel B. Free energy convergence of Q bound in the RS (∆GRS) with increasing (D) equilibration and (E) acquisition
simulation time per US window.

Figure S2: Residues along the Q-chamber which Cα was used for definition of dCOM and Path CV reaction coordinates. Bound
Q10 is also shown. For dCOM, Nqo4 (light blue) residues Q33, H38, G39, V40, T135, L143, T144, P402, V403 and M404 were used.
For Path CV, Nqo4 residues Q33, S36, T37, H38, G39, V40, Y87, T135, L138, L143, F146, F147, F150, P402, V403, M404, Nqo6
(cyan) residues S35, W37, P38, T40, L43, A47, I48, M51, A52, D55, E66, V67, F68, R69, A70, and Nqo8 (pale green) residues F28,
A29, T32, E35, R36, L39, Q43, R45, P59, D62, A63, K65, S66, F219, L221, E223, E225, Q226, H233, W241, A242, Q245, M246,
Y249 were used.
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Figure S3: Free energy profiles for Q binding along the chamber in complex I. Complete two-dimensional free energy profiles
calculated for (A) Q10 and (B) Q2 binding. Projection of the Q10 2D minimum free energy on (C) dCOM and (D) Path CV
coordinates. Note the dCOM coordinate (instead of the shifted sdCOM) is used in the x-axis of panels A-D. Here, binding from the
membrane into the chamber proceeds from high to low values for dCOM and Path CV reaction coordinates. (E) Two-dimensional
free energy profile for Q2 binding in the RS region.

Figure S4: Chamber internal hydration with water oxygens shown in red spheres. Q in magenta occupies the (A) BS, (B) Q10 in
RS, and (C) Q2 in RS positions.
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Figure S5: Protein environment of Q in the binding chamber. Key residues are shown for subunits Nqo4 (in light blue), Nqo6 (cyan)
and Nqo8 (pale green). (A) Chamber overview with residue position and molecular surface mesh of Q bound in the RS. (B) CE
position, with Q outside the chamber exit. Helices TM1, TM6 and AH1 are shown in cartoon with Ala residues em pink spheres.
Water molecules are shown to indicate chamber hydration. This is the only panel displayed in a different viewing perspective. (C)
Q2 in green on the high free energy region for its binding (sdCOM=2.5 nm). Surface mesh as in panel A. (D) Molecular surface
of Q bound in the RS colored by conservation of the nearest protein residue in T. thermophilus structure. The conservation score
was calculated as described in Table S4.

Figure S6: Additional simulation analysis. (A) Distance of the Q-head COM to the Cα from Nqo8 Ala63 in the chamber exit in
red and to the COM of isoprenoid unit 10 in black. (B) Hydration of the full Q10-tail in blue and of isoprenoid unit 1 in green. (C)
Area of the triangle determined by the Cα position of Nqo8 Ala29 (helix TM1), Ala63 (helix AH1) and Ala242 (helix TM6) in the
Q-chamber exit to the lipid membrane (Fig. S5B). For the original crystal structure (PDB 4HEA)[8], this area is 0.37 nm2. The
dashed gray line shows the estimated transversal area of the Q-head (0.2 nm2=0.7 nm × 0.3 nm, respectively the distance between
carbonyl oxygens and the van der Walls thickness of the Q ring). Total hydration of BS and RS residues in the Q-chamber (D) for
Q10 and (E) for Q2 binding.
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Figure S7: Network of ionic contacts near the Q-chamber. Pair distances along Q binding between side chains of (A) Nqo8 R294–
8 E35 (black) and 8 K65–6 D76 (red), (B) 6 R69–8 E223 (green) and 6 R69–8 E225 (blue), (C) 8 R36–8 D62 (black) and 8 R36–
6 E66 (red), (D) 8 R216–8 E248 (green) and 8 R216–8 E223 (blue), (E) 8 E223–8 E213 (black) and 4 D139–4 H38 (red), and (F)
8 R216–8 E213 (green) and 8 E163–8 E213 (blue). Distances were computed between Cζ for Arg, Nζ for Lys, Cδ for Glu, Cγ for
Asp and COM of imidazole ring for His.

Figure S8: Relaxation of internal water molecules. (A, B and C) Self-part of the van Hove correlation function, Gs(r,∆t)[69, 70],
for a group of ∼30 water molecules initially bound within 0.5 nm of Q and the protein Q-chamber, calculated for ∆t=0.1, 1, 10,
50 ns as colored in the legend. This function gives the probability for a water molecule to show position displacements (r) in ∆t

time intervals. Panels A and B show the same data obtained from a US window with dCOM=0.43 nm (RS) and panel C from
dCOM=2.93 nm (BS), discarding the initial 50 ns for equilibration. (D) Representative trajectories of water distance to the Q-head
for 4 water molecules initially bound inside the Q-chamber.

Figure S9: Representative trajectories of root mean-squared deviation of Cα position for chains Nqo4, Nqo6 and Nqo8 (panels A
and B) and of heavy-atom position for Nqo8 residues E163, E213 and R216 (panels C and D) as colored in the legend, in comparison
to the T. thermophilus X-ray structure. Panels A and C obtained from US window with dCOM=0.43 nm (RS) and panels B and
D for dCOM=2.93 nm (BS), discarding the initial 50 ns for equilibration.
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Table S1: Reference dCOM (in nm) and Path CV of additional windows used in US simulationsa.

Q10 Q2

dCOM Path CV dCOM Path CV
0.42 3.31 0.48
0.43 2.80 0.48 3.90
0.43 3.10 0.58 5.60
0.43 3.20 0.73 6.40
0.43 3.50 1.11 10.0
0.46 3.72 1.85 16.7
0.48 2.33 21.8
0.48 3.90 2.77
0.48 4.30 3.52 27.6
0.48 4.60
0.48 4.90
0.54 5.10
0.54 5.20
1.43 12.0
1.93 16.6
2.48
2.77
3.20 26.5

a In addition to windows in dCOM range 0.43-3.43 nm and 3.60-4.10 nm separated by 0.1nm. No restrain was
applied to Path CV when a reference value for this coordinate is not listed.

Table S2: List of atoms included on each group used for simulation and analysis.

Group Atoms
Water Oxygen (OW)
Q-head Heavy atoms in Q except for the isoprenoid tail
Q-head oxygens Four oxygen atoms in Q
Lipid tail All atoms in both palmitoyl and oleoyl POPC hydrocarbon chains (except for

carbonyl group)
Q-chamber Cα Cα of residues Nqo4 33, 37, 38, 39, 40, 62, 87, 88, 131, 132, 135, 138, 143, 146,

147, 150, 398, 401, 402, 403, 404, residues Nqo6 37, 40, 41, 42, 43, 44, 45, 47,
48, 51, 52, 67, 68, 69, 70, 81 and residues Nqo8 28,29, 32, 35, 36, 39, 45, 59, 60,
62, 63, 65, 216, 219, 225, 226, 241, 242, 245, 246, 249, 294.

Nqo4 loop β1–β2 Nqo4 residues 32-41
Nqo6 loop α2–β2 Nqo6 residues 55-70
Nqo8 loop TM5–TM6 Nqo8 residues 220-238
BS residues Side-chains of residues Nqo8 28, 29, 32, 35, 36, 59, 60, 62, 63, 65, 226, 241, 242,

245, 246, 249, 294
RS residues Side-chains of residues Nqo4 38, 39, 87, 88, 131, 132, 135, 150, 398, 401-404 and

Nqo6 44, 45, 48
Apolar (hydrophobic)
protein

Side chains of G, P, A, V, I, L, M, F and W (expect for Nǫ1 and Hǫ1)

Charged and polar
(hydrophilic) protein

Backbone N and hetero atoms in side chains of R, K, D, E, H, S, T, N, Q, C, Y
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Table S3: Root mean-squared deviation (in nm) of the Cα position for different structural models and groups of residues in the
Q-chamber. The initial protein model (see Methods) was used as a reference structure.

Structural modela

Group Q10 simulation 4HEA 4WZ7 5LC5 5LNK 6G2J
Q-chamber 0.10-0.20 0.18 0.24 0.17 0.21 0.16
Nqo4 loop β1–β2 0.12-0.26 0.02 0.25 0.21 0.38 0.20
Nqo6 loop α2–β2 0.13-0.21 0.56 0.47 0.18 0.15 0.14
Nqo8 loop TM5–TM6 0.14-0.29 0.03 0.55 0.24 0.47 0.24

a The average plus one-standard deviation RMSD range observed over the full reaction coordinate of the Q10

US simulation is shown. The given structural codes correspond to PDB IDs 4HEA for T. thermophilus[8], 4WZ7
for Y. lipolytica[9], 5LC5 for bovine[10], 5LNK for ovine[11] and 6G2J for mouse[13].

Table S4: Conservation among species of Q-chamber residues in subunits Nqo4, Nqo6, Nqo8. Score was calculated after a multiple
sequence alignment of 300 species with ConSurf 2016[68] (using a maximal identity between sequences of 90% and a minimal
identity for homologs of 30% as elsewhere[8], with otherwise default settings). More negative scores indicate higher conservation.

Chain T. thermophilus E. coli Y. lipolytica Bovine Ovine Mouse Conservation score
Nqo4 Q 33 N 223 Q 90 Q 54 Q 54 Q 54 -0.868
Nqo4 H 38 H 228 H 95 H 59 H 59 H 59 -1.178
Nqo4 V 40 A 230 V 97 V 61 V 61 V 61 -1.077
Nqo4 Y 87 Y 277 Y 144 Y 108 Y 108 Y 108 -1.208
Nqo4 D 139 D 329 D 196 D 160 D 160 D 160 -0.859
Nqo4 V 403 V 594 V 460 V 424 V 424 V 424 -1.080
Nqo6 W 37 W 55 W 77 W 46 W 46 W 56 -0.780
Nqo6 R 62 R 80 R 102 R 71 R 71 R 81 -0.978
Nqo6 E 66a E 84 - - - - +0.182
Nqo6 R 69 R 87 R 108 R 77 R 77 R 87 -0.522
Nqo6 D 76 D 94 D 115 D 84 D 84 D 94 -1.146
Nqo8 F 28 G 29 V 19 V 17 V 17 M 17 -0.786
Nqo8 A 29 A 30 A 20 A 18 A 18 A 18 -0.862
Nqo8 E 35 E 36 E 26 E 24 E 24 E 24 -1.223
Nqo8 R 36 R 37 R 27 R 25 R 25 R 25 -1.228
Nqo8 R 45 R 46 R 36 R 34 R 34 R 34 -1.281
Nqo8 D 62 D 63 D 53 D 51 D 51 D 51 -1.261
Nqo8 A 63 M 64 A 54 A 52 A 52 A 52 -0.249
Nqo8 K 65 K 66 K 56 K 54 K 54 K 54 -1.225
Nqo8 E 213 V 206 E 196 E 192 E 192 E 192 -1.175
Nqo8 R 216 R 209 R 199 R 195 R 195 R 195 -1.197
Nqo8 D 220 D 213 D 203 D 199 D 199 D 199 -1.250
Nqo8 E 223 E 216 E 206 E 202 E 202 E 202 -1.184
Nqo8 E 225 E 218 E 208 E 204 E 204 E 204 -1.159
Nqo8 Q 226 Q 219 S 209 S 205 S 205 S 205 -1.001
Nqo8 W 241 F 234 F 224 F 220 F 220 F 220 -0.866
Nqo8 A 242 G 235 V 225 A 221 A 221 A 221 -0.655
Nqo8 Q 245 F 238 F 228 F 224 F 224 F 224 -0.798
Nqo8 E 248 E 241 E 231 E 227 E 227 E 227 -1.162
Nqo8 E 294 R 286 R 297R R 274 R 274 R 274 -1.219

a Although Nqo6 E66 is not conserved (a gap may be found in the alignment), the side chain of PSST D80 in
the mammalian enzymes occupies the same spacial position as Nqo6 E66 in T. Thermophilus.
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Table S5: Point mutations in residues near the Q-chamber with the assembly of the mutated protein complex (or content of
complex I), enzymatic activity of the mutant in relation to wild-type and associated human disease. Data taken from [8], except
when explicitly referenced.

Subunit Residue in
T. Thermophilus

Mutated to Assembly Activity Associated disease

Nqo4 Y87 F/W[60] Yes 10%
Nqo6 W37 A[47] Yes 40%

I Reduced 40%
E Reduced < 5%

Nqo8 E35 K Reduced 6% LHON and MELASa

A/Q Reduced 18-27%
D Yes > 50%
D Yes 55%

R36 A No 0% MELAS
K Reduced 10%

R45 A No 0% Hypertrophic cardiomyopathy
K Reduced 20%

D62 A/N No 0%
E 25-90%

A63 T Yes 90% LHON
K65 A 30%
E163 K Yes 80% LHON

A Yes 24%
E213 D/Q/V > 30%
R216 A/K/H/F > 30%

Q Progressive encephalomyopathy
and Leigh syndrome

D220 A Reduced 10%
E 40%

E223 A > 60%
E225 A 35%
E248 A/Q Yes > 60%
R294 A 60%

a LHON is Leber’s Hereditary Optical Neuropathy and MELAS is Mitochondrial Encephalomyopathy, Lactic
Acidosis and Stroke-like episodes.
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ABSTRACT: Iron−sulfur (FeS) clusters are essential metal
cofactors involved in a wide variety of biological functions. Their
catalytic efficiency, biosynthesis, and regulation depend on FeS
stability in aqueous solution. Here, molecular modeling is used to
investigate the hydrolysis of an oxidized (ferric) mononuclear FeS
cluster by bare dissociation and water substitution mechanisms in
neutral and acidic solution. First, approximate electronic structure
descriptions of FeS reactions by density functional theory are
validated against high-level wave function CCSD(T) calculations.
Solvation contributions are included by an all-atom model with
hybrid quantum chemical/molecular mechanical (QM/MM)
potentials and enhanced sampling molecular dynamics simulations.
The free energy profile obtained for FeS cluster hydrolysis indicates
that the hybrid functional M06 together with an implicit solvent
correction capture the most important aspects of FeS cluster reactivity in aqueous solution. Then, 20 reaction channels leading
to two consecutive Fe−S bond ruptures were explored with this calibrated model. For all protonation states, nucleophilic
substitution with concerted bond breaking and forming to iron is the preferred mechanism, both kinetic and
thermodynamically. In neutral solution, proton transfer from water to the sulfur leaving group is also concerted. Dissociative
reactions show higher barriers and will not be relevant for FeS reactivity when exposed to solvent. These hydrolysis mechanisms
may help to explain the stability and catalytic mechanisms of FeS clusters of multiple sizes and proteins.

1. INTRODUCTION

Iron and sulfur are abundant elements on the Earth’s surface.
They were recruited in the form of iron−sulfur (FeS) clusters
early during the evolution of life resulting in ancient proteins
with the ability to catalyze electron transfer reactions.1

Essential biological processes such as cellular respiration and
photosynthesis rely on enzymes equipped with FeS clusters. In
fact, the largest class of metalloproteins comprise proteins
which carry FeS clusters as cofactors.2 From structural and
electronic points of view, FeS clusters sit between transition
metal atoms and solid surfaces.3 Usually, clusters are formed by
1 to 8 iron nuclei (mostly in ferric form but may be reduced to
ferrous) bridged by inorganic sulfide anions and connected to
the protein scaffold by thiolate groups in cysteine side chains.
The stability and biosynthesis of FeS clusters will naturally

depend on their reactivity in aqueous solution.4 Catalytic
mechanisms and regulation of enzymes enclosing FeS clusters

are also modulated by the connectivity of Fe−S bonds. In
nitrogenase, sulfide hemilability has been observed as an
intermediate step for H2 exchange in the reduction cycle of the
FeMo cofactor.5,6 In aconitase, the FeS cluster is exposed in
the active site to directly coordinate the citrate substrate and
may break down in response to cellular levels of iron.7

The reactivity of protein-bound FeS clusters with molecular
oxygen has been studied experimentally in detail since an
oxidative environment may convert exposed FeS clusters to
unstable species that quickly decompose.6−8 But their stability
upon hydrolysis and substitution reactions has received less
attention, partly because FeS clusters are often buried in
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proteins and inaccessible to water. Synthetic FeS analogues
have been studied extensively and provided details of ligand
exchange and protonation chemistry.8,9 Another elegant
approach based on single-molecule force spectroscopy has
been proposed recently to partially unfold and expose FeS
clusters, allowing us to study their reactivity in biologically
relevant conditions.10−13

Quantum chemical calculations including environmental
effects may also be used to investigate the reactivity of
transition metal complexes in solution.14 But modeling FeS
clusters is particularly challenging. Besides the multiple Fe−S
bonds, several protonation, oxidation, and spin states may be
populated,3 contributing to an explosion in the number of
possible reactive channels. Their electronic structures show
many low-lying and near-degenerate states that may cross,
leading to multiple-state reactivity.15,16 In polynuclear FeS
clusters, strong electron correlation and long-range spin
coupling effects complicate enormously the theoretical
description17,18 such that electronic structure calculations on
FeS clusters have been proposed as an example where
upcoming quantum computers could exceed the power of
classical supercomputers.19

Here, we look into the stability of FeS clusters starting with a
rather pedestrian model, a mononuclear iron center bound to
four thiolate ligands, [1Fe-4S]. This is the simplest FeS cluster
and reflects the cofactor found in rubredoxin, an electron-
transfer protein in Gram-negative bacteria.20 Appling several
electronic structure methods, we investigate exhaustively the
reactions of the model compound Fe(SCH3)4

− with water or
bare dissociation in various protonation states, and mecha-
nisms up to the second Fe−S bond rupture, as described in
Figure 1.
The remainder of the text is organized as follows. Given the

intricate electronic structure of FeS clusters, we initially
benchmark the performance of approximate density functional
theory (DFT) against high-level quantum chemical (QC)
calculations. Free energy contributions and solvation effects
captured by explicit all-atom hybrid QM/MM simulations are
compared to models using implicit solvation to find an efficient
yet reliable DFT description of FeS stability in aqueous
solution. Readers only interested in FeS reactivity can skip all
methodological details and model calibration and jump to
Section 3.3 where FeS hydrolysis reactions are discussed.

2. METHODS
2.1. Quantum Chemical Calculations. All molecular

geometries for stationary points (reactants, products, and
transition states, TS) were optimized with the OLYP22,23

functional, the 6-31+G(2df,p)24 basis set, and the PCM
implicit water solvation model25 with the Gaussian 09 program
(rev. A1).26 Previous calculations showed this functional
provides a reasonable description of Fe−S bond dissociation.27

Two-dimensional scans were used to search for TS in
substitution (AnDn) reactions, restraining a linear combina-
tion of forming (Fe−O) and breaking (Fe−S) bonds and the
proton coordinate when this atom was transferred to the sulfur
leaving group (see more details of reaction coordinates below).
These scans were done with the pDynamo library28 version 1.9
interfaced with ORCA program version 3.0.1,29 the OLYP
functional, the def2-SVP basis set,30 and the COSMO implicit
water model.31 Only electrostatic contributions were included
in the implicit solvation models. Iron compounds were always
in the oxidized and sextet spin states.

Zero-point energies and thermal and entropic contributions
were evaluated for stationary points using vibrational
frequencies and the harmonic oscillator and rigid rotor
approximations.32 No empirical scaling was applied to
frequencies.33

Single-point energies for isolated optimized geometries were
obtained with ORCA and the following functionals: OLYP,
OPBE,22,34 B3LYP,23,35 TPSS,36 M06,37 M06L,38 B97, and
ωB97X.39,40 Spin-polarized orbitals and standard integration
grids were adopted. The def2-TZVP basis set30 and resolution
of identity with the TZV/J41 auxiliary basis were used. A
second-order SCF optimization had to be activated to obtain
convergence in several cases. All calculations were carried out
with C1 point-group symmetry. Dispersion interactions were
added to some DFT functionals with Grimme’s D3
correction42 using the Becke and Johnson damping.43,44

Relativistic effects were evaluated at the M06/def2-TZVP
level with the Douglas−Kroll−Hess (DKH) approximation.
A semiempirical potential specifically parametrized to model

Fe−S bond dissociation27 based on the PM6 general
parametrization45 with d-orbitals was also tested. Complete
active space configuration interaction calculations46 with seven
electrons in seven orbitals were performed with orbitals
determined from restricted-open shell (ROHF) calculations
with fractional occupation.47 Semiempirical calculations were
done with the pDynamo library.27

Wave function CCSD(T)46 calculations with the domain-
based local pair natural orbital (DLPNO) approximation,48

ROHF orbitals, and auxiliary basis def2-TZVP/C were

Figure 1. Scheme of the iron−sulfur reactions studied here.
Substitution reactions (AnDn in the current nomenclature21) are
denoted with concomitant water input and leaving group output
arrows. Dissociation reactions (Dn) show only the output leaving
group arrow. Besides the protonation steps, reaction S is the only
addition reaction (An) shown. Molecules Fe(SCH3)3 (formed by
reactions C and K) and Fe(OH)(SCH3)2 (formed by reactions E, L,
and O) are repeated to avoid an even clumsier scheme.
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obtained with ORCA version 4.1.149 and employed as
reference energies for calibrations of the DFT methods.
2.2. Hybrid QM/MM Free Energy Simulations in

Explicit Solvent. Reaction A (Figure 1) was simulated in
explicit water with an all-atom model containing Fe(SCH3)4

−,
1689 water molecules, and a Na+ ion to neutralize the system
in a cubic box of 3.72 nm side. The system was initially relaxed
during 2 ns of molecular dynamics simulation with a classical
molecular mechanical (MM) potential and periodic boundary
conditions using previous parameters for the FeS center,16

CHARMM3650 for Na+, and TIP3P for water.51 Then, all
water molecules further than 16 Å from the Fe center were
frozen, and the remainder of the system relaxed again for 5 ps
of molecular dynamics with a QM/MM potential,52 where
only Fe(SCH3)4

− and a harmonically restrained nearby water
molecule were treated in the QC region at the OLYP/def2-
SVP level of theory and all other atoms treated in the MM
region. A standard electrostatic QM/MM embedding without
cut offs or long-range electrostatic corrections was used as
implemented in the pDynamo library 1.9 interfaced with
ORCA 3.0.128

This system and QM/MM potential were used for umbrella
sampling (US)53 with molecular dynamics simulations of a
two-dimension free energy profile for reaction A. Two reaction
coordinates were employed: The difference between the
distances of breaking (Fe−S) and forming (Fe−O) iron
bonds, d(FeS)−d(FeO), described the iron reaction, and the
distance between a proton initially bound to water and the
sulfur of the leaving group, d(SH), described the coupled
proton transfer.54,55 Reaction coordinates were explored
between ranges −2.5 ≤ d(FeS)−d(FeO) ≤ 2.9 Å and 1.3 ≤
d(SH) ≤ 2.5 Å, separated by steps of 0.2 and 0.3 Å, restrained
with harmonic potentials with force constant kumb = 1000 and
500 kJ/mol Å−2, respectively, for the iron and the proton
coordinates. A total of 146 US windows were sampled during 6
ps each, resulting in an aggregate simulation time with the
QM(DFT)/MM potential of 0.9 ns. A Langevin dynamics
integrator was used with a time step of 1 fs, friction coefficient
γ = 25 ps−1, and temperature of 300 K.56 The two-dimensional
free energy surface was pieced together using the weighted
histogram analysis method (WHAM)57 with the initial 1 ps of
each US window discarded for equilibration. Statistical
uncertainties were estimated as 95% confidence intervals by
bootstrap analysis.58

3. RESULTS AND DISCUSSION
3.1. Performance of Approximate Electronic Struc-

ture Methods. Structures of transition-metal complexes
determined with DFT methods are generally in good
agreement with experiments.59 However, iron−sulfur clusters
show strong correlation effects that may not be described
correctly by standard functionals. Previously, it was shown that
left−right correlation important for the dissociation of Fe−S
bonds is appropriately included in the OLYP functional,27 so
this method was employed here for geometry optimization and
sampling. The quality of obtained structures may be assessed
by the calculated Fe−S bond length for Fe(SCH3)4

− (2.32 Å)
which agrees reasonably with the Fe−S lengths (2.27−2.30 Å)
observed in the high-resolution crystal structure of the [1Fe-
4S]-containing rubredoxin protein (PDB ID 8RXN).20

Table 1 shows the performance of several DFT functionals
for calculating relative reaction energies and barriers in
comparison to the gold-standard electronic structure method

CCSD(T)46 for 34 stationary points (products and TS) of all
reactions in Figure 1. No solvent contribution was included in
this comparison. The lowest mean error is observed for the
ωB97X-D3 range-separated hybrid functional with dispersion
corrections, followed by the hybrid M06 functional, which
shows the lowest maximum error. The MAE observed for all
functionals tested correspond to the TS of reactions C and E
where left−right (multiconfigurational) correlation is signifi-
cant.27 The performance of B3LYP-D3 and M06L is also good.
Comparison with B3LYP shows that addition of dispersion
corrections is important and justifies the good performance of
M06 and M06L which account for dispersion in the original
parametrizations.37 Fortuitous error cancelation when using
OLYP with smaller split-valence basis sets suggests that
employing this level of theory should give reasonable results
for geometry optimizations and sampling. Using a split-valence
basis with M06L does not lead to such error cancelation and
degrades the performance of this functional.
Possible exceptions where dispersion effects may be essential

for a correct structural description are TS for addition (An)
and dissociation (Dn) steps involving neutral attacking or
leaving groups, such as TS for reactions D, K, L, M, R, and S
(Figure 1). These species were reoptimized with the M06/6-
31+G(2df,p) level of theory. Energy differences between
reoptimized structures and the original OLYP geometries are
smaller than 5 kJ/mol for TSR and TSS, around 10 kJ/mol for
TSD, TSK, and TSM and 30 kJ/mol for TSL. The considerable
difference for the latter species is due to an incomplete
optimization done with OLYP and the floppy nature of this
TS. These corrections were implemented in the results
presented in Section 3.3 but do not change any of the
qualitative conclusions. Thus, even for FeS species where
dispersion plays a major role, geometries obtained with the
more approximate functional OLYP prove reasonable.
Dispersion effects on geometries will be significantly smaller
for reactant and product species, as well as for TS of the
substitution (AnDn) reactions where stronger contributions
such as electrostatic effects from H+ transfer dominate.
The PM6R semiempirical method specifically calibrated for

Fe−S dissociation reactions and 3 orders of magnitude faster
than DFT methods was also tested.27 Unfortunately, the

Table 1. Performance of DFT and Semiempirical Methods
in Comparison to the CCSD(T) Referencea

Functional MUE MAE

B3LYP 19.5 60.8
B3LYP-D3 9.2 28.9
B97-D3 13.9 31.8
M06 6.8 16.9
M06L 8.2 29.4
M06L/SVP 13.7 45.3
OLYP 27.4 81.5
OLYP/SVP 19.7 63.2
OPBE 24.9 69.0
PM6R 176.6 481.4
TPSS 13.7 52.7
ωB97X-D3 4.3 26.9

aMean unsigned error (MUE) and maximum absolute error (MAE)
are shown for relative energies (in kJ/mol) of 34 TS and product
species in FeS cluster reactions shown in Figure . All DFT calculations
were done with the def2-TZVP basis set, except M06L/SVP and
OLYP/SVP were done with def2-SVP.
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method has unacceptable performance (Table 1) for all
substitution reactions that involve oxygen atoms because this
element was not included in the PM6R reparametrization.
Relativistic corrections within the DHK framework were also
tested, but their maximum contribution for relative energies
relevant for FeS reactivity is only 3 kJ/mol, with an average of
1 kJ/mol. Thus, relativistic corrections were ignored in the
remainder of this study.
Previously, the bare dissociation of Fe−S bonds was

suggested to proceed through crossings between different
spin states (quartets).16 However, for the substitution reactions
with water and the leaving group protonations (CH3SH)
studied here, the energy gap between sextet and quartet states
is more than 50 kJ/mol.12

An analysis of computational timings (Table S1) is necessary
to find the best relation between accuracy and computational
cost. The efficiency of the DLPNO−CCSD(T) method is
impressive and comparable to much more approximate hybrid
and range-separated functionals. However, it is still impossible
to run geometry optimizations with the DLPNO approx-
imation since analytic gradients are not implemented, and
sampling millions of geometries necessary for free energy
simulations would be prohibitively expensive. The hybrid
functionals ωB97X-D3 and M06 give the best performance
and may be applied for geometry optimizations but are still too
expensive for sampling. The efficiency of M06L and other
generalized gradient approximated (GGA) functionals is 1
order of magnitude better than the best performance hybrid
functionals but still too demanding for sampling. Acceptable
efficiency is obtained with a split-valence basis set, so the
OLYP/def2-SVP level was used as a reasonable compromise
between accuracy and cost-effective DFT treatment for the
hybrid potential free-energy simulations.
3.2. Free Energies and Solvation Effects. The effect of

water solvation on FeS reactivity was examined here for
reaction A using two solvent models. This reaction was chosen
as representative because it involves charged species and is
important for FeS stability in aqueous solution (Section 3.3).
We applied an all-atom explicit solvent model with a QM/MM
hybrid potential description,52,54,55 where individual water
molecules may interact through electrostatic and van der Waals
forces directly with the reactive molecules and polarize their
electronic structure52 (see Figure 2B for a model snapshot).
This was compared with a more approximate implicit solvent
model25,60 where the electron cloud from reactive molecules
are polarized by the dielectric response of a continuum that
does not describe water structure or specific contacts (such as
hydrogen bonds).
Reaction A actually involves two processes: iron transfer, i.e.,

breaking one Fe−S bond and forming the Fe−O bond with
water, and proton transfer from water to the leaving group
sulfur atom. These were described by distance reaction
coordinates d(FeS)−d(FeO) and d(SH), respectively.
The two-dimensional free energy surface in Figure 2 shows

that reaction A proceeds through a typical nucleophilic
substitution mechanism (SN2 or AnDn in the updated
nomenclature) with a late TS, where the Fe−S bond is largely
broken and the Fe−O bond is partially formed. The
transferred proton is still fully bound to water and coordinated
with the leaving group sulfur (at 1.98 Å distance, Table 2). A
snapshot of the TS structure is shown in Figure 2C. In the
reactant state, the reactive water hydrogen bonds to the leaving
group sulfur (Figure 2B), and the surface topology is rather

shallow because of water flexibility. But the surface rises up
steeply for proton transfer if the Fe−S bond is not significantly
broken, as expected from the basicity of the bound thiolate
group in comparison to water (or its conjugate base,
hydroxide). The TS region is rather flat [0.5 < d(FeS)−
d(FeO) < 1.5 Å and 1.7 < d(SH) < 2.1 Å] with the minimum
free energy pathway passing through a barrier of 82 ± 5 kJ/mol
(Table 2). The product basin is deep with a reaction free
energy of 51 ± 5 kJ/mol. Thus, reaction A is not spontaneous
with slow activation kinetics (in relation to the thermal
energy).
Reaction A in implicit solvent also follows an AnDn

mechanism with a late TS (Table 2). Proton reaction
coordinates at stationary species are equivalent to those
found in the explicit model. Differences in the iron reaction

Figure 2. Hydrolysis of Fe(SCH3)4
− (reaction A in Figure 1) in

explicit solvent. (A) Two-dimensional free energy profile for the
reaction in aqueous solution obtained with a hybrid QM/MM
potential. Gray dashed line shows the approximate minimum free
energy pathway. Snapshots of the (B) reactant and (C) transition
states show the reactive atoms in sticks with Fe in orange, S in yellow,
O in red, and C in green.

Table 2. Free Energies (ΔG, kJ/mol) and Reaction
Coordinates (Å) for Stationary Species of Reaction A in
Explicit (QM/MM, as shown in Figure 2) and Implicit
(M06+COSMO) Solvents

Reactant TS Product

QM/MM
d(SH)a 2.40 1.98 1.39
d(FeS)−d(FeO)a −2.43 1.28 2.75
ΔG 0.0 82 ± 5 51 ± 5
M06+COSMO
d(SH)b 2.47 1.79 1.35
d(FeS)−d(FeO)b −1.60 0.89 3.68
ΔG 0.0 85 43

aMean values from state basins. Standard deviations are 0.04−0.05 Å
for all states, except for d(FeS)−d(FeO) in the reactant state where
the deviation is 0.16 Å. bGeometries of ion−molecule complexes were
used for reactant and product states.
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coordinate are due to water flexibility and the shallow free
energy surface observed above (Figure 2A). Thus, similar
reaction mechanisms are obtained in both solvent models
when using the same electronic structure method (OLYP with
split-valence basis). Geometrical differences are due to the
underlying topology of the free energy surface and lack of
solvent hydrogen bonding in the implicit model.
Free energies in implicit solvent usually include electronic,

thermal, and entropic effects from the reactive molecules and
solvent contributions.60 The M06/def2-TZVP level of theory
gives high quality electronic energies for FeS reactions (Table
1), so it was used here with the COSMO implicit solvent
model31 that accounts for the electrostatic component of
solvation free energies. Zero-point energies and thermal
(enthalpic and entropic) contributions from reactive centers
may be calculated by harmonic oscillator and rigid rotor
approximations. However, these contributions are relatively
small (Table S2) and may be unreliable for entropic effects
when low-frequency vibrational modes are present.61 This is
indeed the case for TSA resulting in spurious entropies (Table
S2). Thus, thermal and entropic effects were not included, and
relative free energies in our implicit water model contained
only electronic and solvent contributions.

Table 2 shows that reaction and barrier free energies are
within 8 kJ/mol (or 3 kJ/mol considering the statistical
uncertainty of free energy simulations) between the two
solvent models. This good agreement is partially fortuitous,
due to error cancelation and inclusion of different contribu-
tions. Nevertheless, we may conclude from these two sections
of model calibration that geometries determined by the OLYP
functional with a split-valence basis set and energetics obtained
at the M06/def2-TZVP level together with implicit solvation
provide a reasonably reliable and efficient procedure. This level
of theory was used to explore the reactivity of FeS clusters in
aqueous solution in the next section.

3.3. Hydrolysis and Protonation Reactions. Consec-
utive cleavage of two Fe−S bonds should be enough to disrupt
mononuclear and polynuclear FeS clusters. Here, all feasible
combinations of the 19 reactions shown in Figure 1 that start
with the ferric mononuclear FeS cluster model and lead to two
Fe−S bond ruptures were considered. Reaction combinations
were divided in groups without, with one, and with two
protonations of reactive species. These groups may correspond
to reaction sequences in neutral, mildly acidic, and highly
acidic aqueous solutions, respectively.
Given the high barrier (see below) and the unlikely event of

thiolate dissociation at low pH, no combination involving a

Figure 3. Reaction profiles for hydrolysis of oxidized mononuclear FeS cluster model in neutral aqueous solution. Reaction combinations are
shown on top of each profile using the letter code given in Figure 1. Reaction species are shown in the abscissa using R for reactant, TS for
transition state, and P for product, with the corresponding reaction subscripted. Energies were obtained with M06/def2-TZVP and the COSMO
implicit water solvent, and geometries were obtained with OLYP/6-31+G(2df,p) and the PCM implicit water solvent.

Figure 4. Reaction profiles for the hydrolysis of oxidized mononuclear FeS cluster model with one protonation, corresponding to mildly acidic
solution. See the legend in Figure 3 for more details.

Figure 5. Reaction profiles for the hydrolysis of oxidized mononuclear FeS cluster model with two protonations, corresponding to highly acidic
solution. See the legend in Figure 3 for more details.
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thiolate anion in acidic media (e.g., C → D→J → N or F → K
→ Q) was examined. TS for protonation reactions were not
considered as barriers for proton transfer and were assumed to
be smaller than other reactions. This is certainly true for
proton addition to anions but may not hold for reactions J and
P, where protonation and hydrolysis may be concerted. After
applying the above criteria, there are 20 possible reaction
combinations for which free energy profiles of reactions are
shown in Figures 3, 4, and 5.
In neutral aqueous solution (Figure 3), nucleophilic

substitution reactions (A and B) have high barriers (85 and
65 kJ/mol, respectively). These may be thermally activated and
lead to products more stable than dissociative reactions (C, E,
and Q), which also have much higher barriers (200, 190, and
170 kJ/mol). Thus, the A → B reaction sequence will account
for the rupture of up to two Fe−S bonds in FeS clusters, and
no thiolate dissociation will be observed in neutral solution.12

This also suggests that spin-crossings previously identified in
thiolate dissociation (Dn) reactions of stretched rubredoxin16

should not contribute to the reactivity of FeS exposed to water.
In both A and B reactions, a late TS is found with the proton
transferred from the attacking water to the leaving group
simultaneously with the reaction at the iron center. Details of
this concerted reaction were given above for reaction A in
explicit solvent.
Reaction profiles are significantly stabilized when one

reactive species is protonated, such as in mildly acidic solution
or when only part of a FeS cluster is exposed to acidic solution
(Figure 4). If protonation takes place after the first Fe−S bond
rupture, the barrier for the second rupture via dissociative
reaction L is 105 kJ/mol, lower than thiolate dissociation but
still higher than the barrier for the substitution (AnDn)
reaction H, 70 kJ/mol. PH is also 75 kJ/mol more stable than
PL; thus, the sequence A → G → H is kinetic and
thermodynamically preferred. Similar to TSA discussed above,
TSH is also late with the Fe−S bond largely broken and the
Fe−O bond almost formed [d(FeS)−d(FeO) = 1.2 Å]. The
transferred proton is still bound to water and coordinates the
sulfur in the leaving group [d(SH) = 2.0 Å].
In acidic solution, it is most likely that protonation will take

place before bond rupture, as soon as the FeS cluster is
exposed to solvent. Protonation stabilizes the mononuclear
FeS cluster by 85 kJ/mol but also facilitates the Fe−S bond
rupture. Reactions I (AnDn) and K (Dn) may compete as their
barriers are 40 and 60 kJ/mol, respectively. But PI is much
more stable than PK. Protonation of the leaving group advances
Fe−S rupture in TSI resulting in an early TS [d(SH) = 1.4 Å
and d(FeS)−d(FeO) = 0.2 Å]. The second Fe−S rupture
follows the discussion of the previous paragraph, so the
sequence F → I → H should be observed in mildly acidic
solution. Other reaction combinations will give unstable
products.
Bond cleavage in FeS clusters fully exposed to acidic solution

or in highly acidic media will proceed with both thiol leaving
groups protonated (Figure 5). The first Fe−S rupture should
occur via reaction I, as in the previous paragraph. The second
Fe−S rupture will proceed via the substitution (AnDn)
reaction N with a barrier of 40 kJ/mol, whereas the dissociative
reaction M has a high barrier, 100 kJ/mol. TSN is again a late
TS [d(SH) = 1.4 Å and d(FeS)−d(FeO) = 1.0 Å] but with
dissociative character, as Fe−S and Fe−O bonds are almost
not formed. Note that the first leaving group protonation will
halve reaction barriers of substitution reactions (e.g., TSA ×

TSI) or even cut to one-third those of dissociative reactions
(TSC × TSK). But a second protonation has no effect on the
barrier of substitution reactions and actually increases the
barrier of dissociative reactions (M and R). We conclude the
combination F → I → J → N is preferred in highly acidic
solution. Sequences F→ K→ P→ S→ N and F→ K→ D→
J → N will lead to the same products, but they have to climb
higher barriers and hence will be slower.

4. CONCLUSIONS

Iron−sulfur reactivity is ubiquitous and fundamental in
biological processes but inherently difficult to study both
using experiments or theory. Here, we presented a modeling
study of the hydrolysis reactions of a mononuclear oxidized
FeS cluster [1Fe-4S], as found in the rubredoxin protein.
Several molecular electronic structure methods were compared
with the CCSD(T) gold-standard level of theory in order to
find suitable descriptions of FeS reactivity, following our
previous studies.12,13,16,17,27 Solvation and free energy con-
tributions were evaluated with an all-atom hybrid QM/MM
potential giving an accomplished view of water substitution
reactions on iron and allowing the calibration of more
approximate implicit solvent models. We found that geo-
metries determined by the OLYP functional with a split-
valence basis set and energetics obtained with a hybrid
functional such as M06 or ωB97X-D3 and a triple-ζ basis set,
both together with implicit solvation, provide a reasonably
reliable and efficient procedure to model FeS reactivity in
solution.
Hydrolysis channels of the FeS center with up to two

consecutive Fe−S bond ruptures in several protonation states
were investigated exhaustively with this calibrated model.
Substitution with a concerted TS (AnDn mechanism) is the
preferred mechanism, kinetic and thermodynamically, for all
protonation states. Purely dissociative (Dn) mechanisms
should not play a role for FeS reactivity when clusters are
exposed to solvent. For rate-limiting steps, the TS character is
determined by a FeS cluster charge and leaving group
protonation. For charged clusters (reactions A and N) or for
a neutral center with a deprotonated leaving group (reaction
H), the TS shows a largely broken Fe−S bond. Fe−O bond
forming is advanced when the leaving group is deprotonated
(A and H) or late, otherwise (I and N).
These results clearly indicate that functional FeS clusters

should be buried in proteins not only to protect from oxidative
degradation but also from hydrolysis reactions, especially
under acid catalysis. Because of the lower barriers found here
after protonation, it may also be suggested that enzymes
employ general-acid catalysis to synthesize FeS clusters4 and to
change iron coordination, such as sulfide hemilability in
nitrogenase.5,6 The theoretical methods and reaction mecha-
nisms depicted here will be general and helpful to understand
the FeS reactivity in aqueous solution for multiple cluster sizes
and proteins partners.
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Table S1: Serial computational timings (in minutes) for a complete energy calculation of the
isolated Fe(SCH3)

−
4 molecule with the def2-TZVP basis (except M06L/SVP and OLYP/SVP)

and the ORCA program running on an Intel E5-2670 CPU.

Method Time
B3LYP-D3 24
CCSD(T) 165
M06 24
M06L 2
M06L/SVP 0.7
OLYP 2
OLYP/SVP 0.5
ωB97X-D3 52

S1



Table S2: Total electronic and nuclear energy in implicit solvent (M06+COSMO) and in gas
phase (M06) for the same geometries, zero-point energy (ZPE), enthalpic (H) and entropic (S)
contributions at 300 K in implicit solvent for stationary species along the water substitution
of Fe(SCH3)

−
4 (reaction A in Fig. 1). Absolute values in Hartree are shown for the reactant

state. For TS and product state, relative values to the reactant are shown in kJ/mol. S>900K

was obtained removing contributions from vibrational temperatures <900 K.

Reactant TS Product
M06+COSMO -3092.681575 85.2 43.4
M06 (gas) -3092.591188 51.7 44.0
ZPE 0.172002 3.1 -3.8
H 0.193168 -6.3 -7.3
S 0.092555 -67.1 5.0
S>900K 0.058681 -52.4 19.4

S2
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5 Conclusion

Quinones and iron-sulfur clusters are fundamental cofactors of the respiratory

chain. They provide chemical mechanisms for electron transport inside proteins and pro-

ton translocation across membranes. Details on these molecular processes and structural

features associated to them were modelled and presented in this thesis.

Distribution of quinones with different head and tail compositions (Ch. 2, fig. 2)

in a multicomponent membrane are similar. A constant equilibrium position among the

series tested indicates that Q-head molecular interactions with lipid head groups and

interfacial water are dominant for quinone localization. These results agree with previous

simulations of ubiquinone in pure POPC membranes. This position in membranes is

optimal for quinone binding in respiratory complexes, which all present their Q-binding

sites entrances in equivalent regions (Ch. 2, fig. 6).

When comparing pure POPC and multicomponent membranes, not all properties

are similar. Permeation across membranes is considerably different, with higher transversal

diffusion rates for the mixed membrane tested. The composition mimicking the inner

mitochondrial membrane presents higher levels of lipid chain unsaturation and make this

type of membrane more fluid and less compact. This extra internal space allows water

dragging with the Q-head during quinone flip-flop, lowering energy barriers, increasing

flip-flop rates. An easier transversal diffusion is essential to keep high turnover rates in

ETC, since its complexes have quinone binding sites in both membrane leaflets.

Specifically for respiratory complex I, quinone migrates from the membrane in-

terface up to close to the N2 cluster where catalysis occurs. This diffusion happens in a

long, internal and narrow chamber (Ch. 3, fig. 1). The simulations presented on chapter 3

reveals a second binding position near the chamber entrance. This intermediate binding

pose may be involved in the coupling between quinone reduction and proton transloca-

tion in the membrane subunit of complex I. Additionally, an auto-inhibitory effect of

UQ2 molecules on complex I is likely to be associated to a simultaneous binding of two



86 Chapter 5. Conclusion

substrates molecules (Ch. 3, sec. 4.2).

High hydration levels of the Q-chamber were also identified, in contrast with pre-

vious averaged and limited-resolution experimental structural pictures provided by X-ray

and cryo-EM techniques. The Q-chamber is large enough to accommodate few water

molecules upon quinone binding and a balancing of internal protein dehydration and sub-

strate hydration regulate the whole binding energetics (Ch. 3, sec. 4.1 and fig. S4). Our

main simulation results for complex I - secondary binding site and hydration of the Q-

chamber - have been confirmed by experiments published after our results, confirming the

predictive power of our simulations. Binding of amphipatic molecules on amphipatic sites

may be likely regulated on other proteins in nature.

On chapter 4, Fe-S cluster hydrolysis mechanisms were investigated. The lowest

energy and, thus, more likely mechanism to happen is a substitution with a concerted

transition state (Ch. 4, fig. 2). This mechanism is preferred in all protonation states

tested - i.e. pH scenarios included. Modeling in low pH presented the most favorable kinect

and thermodynamically reaction (Ch. 4, fig. 5). These results suggest that enzymes must

employ acid catalysis for Fe-S clusters formation, modification and degradation reactions

and such clusters are likely to be buried in proteins to avoid hydrolysis to keep their

functionality.

Partition and diffusion of amphipatic molecules in membranes, complex binding

processes through long tunnels and metal clusters hydrolysis mechanisms may be found in

several examples in nature. All methods applied and results obtained in this thesis are not

limited to understand only ETC related phenomena, but may also be helpful for designing

simulations to study these biochemical and biophysical processes in other similar systems.
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