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ABSTRACT

This thesis is an experimental study that explores the role correlated disorder plays in

the ground state selection of quantum magnetic materials. Whilst magnetic materials with

conventional long-range magnetic orderings give rise to magnetic Bragg peaks that can be

understood through average structure methods, the unconventional correlated short-range

orderings of quantum magnetic materials give rise to broad diffuse features that rely on local

structure methods for their elucidation. One of the most powerful local structure methods is

reverse Monte Carlo analysis, which has been employed extensively throughout this thesis.

In the first chapter, a discussion surrounding the complexities of realising different

quantum magnetic models in real materials is presented. This chapter also includes an

overview of the experimental methods used in this thesis, from both an average and local

structure perspective, a formalism that is employed throughout the results chapters.

Chapter 2 explores the structural and magnetic evolution of two samples of the S = 1

cubic spinel, ZnV2O4, one prepared via a conventional solid-state sintering synthesis route

and the other via a novel, rapid microwave assisted method. The microwave sample was found

to be highly crystalline and remained in the cubic symmetry down to 4 K, whereas strain

caused the sintered sample to undergo a tetragonal distortion below 35 K. This leads both

samples to unique magnetic ground states that were explored with magnetic susceptibility

measurements and diffuse neutron scattering.

Chapter 3 presents LiYbO2 as the first experimental realisation of a spiral spin liquid

ground state in a distorted diamond structure. Comprehensive neutron scattering measure-

ments have been conducted and analysed using state-of-the-art reverse Monte Carlo analysis,

allowing for the experimental signature of the spiral spin liquid—a continuous ring of mag-
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netic diffuse scattering—to be reconstructed.

Chapter 4 involves a neutron scattering study on a quasi-two-dimensional layered

honeycomb material, Mn0.5Fe0.5PS3, which was found to have a spin glass ground state.

Measurements of a single-crystal confirmed the model used to calculate the spin correla-

tions was correct, which could be understood through considering differences in the ordered

magnetic structures of the parent compounds.

Finally, in Chapter 5, the conclusions and outlook of this thesis are presented, with

a focus on how disorder can be used to an advantage in future materials design, and how

reverse Monte Carlo methodologies are developing in order to characterise more complex

partially ordered quantum materials.
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Chapter One

Introduction

The fundamental building block of all magnetic materials is the unpaired electron, whose

intrinsic spin produces a tiny atomic magnetic moment that can interact with other moments

to form different types of magnetic ground states. Moments can range from being randomly

orientated and having little interaction at high temperatures (paramagnets) to forming a

long-range ordered arrangement upon cooling. This long-range order can be relatively simple,

as in the case of ferromagnets or antiferromagnets [1], to complex helical [2–4] and cycloidal

[5–7] orderings, but the principle remains the same; a periodic, repeating unit of moments

can describe the magnetic structure in its entirety.

Sometimes though, long-range magnetic order wants to develop but is prevented [8,

9]. Such materials are of huge theoretical and experimental interest as they have exotic, often

short-range ordered magnetic ground states, that may have applications in high-temperature

superconductivity [10–12], multiferroics [13–15] and quantum technologies [16–18]. The cen-

tral ingredient that prevents magnetic order is a perplexing phenomenon known as magnetic

frustration [8, 9, 19]. In its simplest terms, magnetic frustration is the result of the magnetic

moments being unable to arrange themselves in the most energetically favourable configu-

ration which forces the system to make some compromises. There are many reasons why a

system may be, or has the potential to become, frustrated.
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Chapter 1: Introduction

Figure 1.1: a) The geometry of a magnetic lattice can cause an effect known as magnetic

frustration where moments are unable to align in the most energetically favourable arrange-

ment. Geometric frustration can arise in many lattice types, including in two-dimensions, b)

edge-sharing [20–22], c) corner sharing (kagomé) [23–25] and d) snub square lattices [26, 27],

and e) three-dimensional corner sharing tetrahedra that form pyrochlore networks [28–30].

For example, frustration may be caused by the geometry of the magnetic lattice.

Geometric frustration can be easily visualised by trying to simultaneously arrange all the

moments on the corners of an equilateral triangle to align in an antiferromagnetic arrange-

ment with Ising anisotropy. As Fig. 1.1a) shows, only two of the moments can simultaneously

align antiparallel to each other, with the third left with no choice but to align parallel with

one of its neighbours. The antiferromagnetic condition is now broken, and the resulting

effect is known as magnetic frustration. In just one single triangle, there are six unique but

energetically equivalent ways to arrange the moments. Repeated across the whole magnetic

lattice (Fig. 1.1b)-e)), this frustration effect is therefore amplified creating a huge degen-

eracy of ground states which are all energetically the same. The choice of which magnetic

ground state to enter is thus a delicate balance of energetics and is often susceptible to the

small defects and disorder that exist in real materials [8, 19]. Understanding this relationship

between disorder and the magnetic ground state is the main aim of this thesis.
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Chapter 1: Introduction

1.1 Magnetic Ground States

There are an abundance of possible magnetic ground states, with varying degrees of magnetic

order (Figure 1.2). An intuitive way to think about these magnetic orderings is to compare

them to states of matter. At high-temperatures, the randomly arranged and non-interacting

moments are analogous to the particles in an ideal gas. But if a material is cooled sufficiently,

Figure 1.2: A selection of possible magnetic ground states. Many materials at high-

temperatures with unpaired electrons are paramagnets, where the moments are non-

interacting and randomly fluctuating. Continued cooling causes the system to pass a mag-

netic ordering temperature, Tm where is becomes energetically favourable for moments to

form a regular, periodic arrangement, such as (anti)ferromagnets. The magnetic ground

states most interesting to this thesis are the correlated short-range ordered states, the quan-

tum spin liquid, spin glass and correlated paramagnet. These ground states are usually

highly quantum entangled and complex, leading to a wide variety of physical phenomena.
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Chapter 1: Introduction

most will pass through their magnetic transition, Tm and the moments will become ordered.

Conventional magnetic orderings, such as ferromagnets and antiferromagnets, typically have

long-ranged interactions across a regular arrangement of moments, and thus are comparable

to the periodic arrangement of atoms, ions or molecules in solids in condensed matter. The

transition from paramagnet to long-range magnetic order can usually be detected through

DC magnetic susceptibility measurements—an essential characterisation tool for magnetic

materials [31, 32].

1.1.1 DC Magnetic Susceptibility

Magnetic susceptibility is commonly measured by a SQUID (Superconducting QUantum

Interference Device) magnetometer. The SQUID consists of two superconductors separated

by a thin insulating layer forming two parallel Josephson junctions. In a direct current (DC)

measurement, a fixed magnetic field is applied as the sample is moved through a set of parallel

superconducting detection coils. From Faraday’s law, a change in flux induces an output

voltage as a function of the samples position. This change in flux is also proportional to

the magnet moment, and hence, the magnetisation, M (=
∑

µ/V , where µ is the magnetic

moment and V is the volume of the sample), of the sample. For a DC measurement, the

magnetic susceptibility, χ, is assumed to be inversely proportional to the applied field, H

(≈ B/µ0, where µ0 is the permeability of free space), such that

M = χH (1.1)

Magnetic susceptibility measurements are usually displayed as a function of temper-

ature, and provide information on the average strength of magnetic interactions within the

system (Curie-Weiss constant, θCW), and the temperature, Tm, at which long-range order

develops, through discontinuities or anomalies in the susceptibility curve (Fig. 1.3) [32].

Typically, θCW is positive for ferromagnets and negative for antiferromagnets, and in con-

ventional magnetic materials it is expected that Tm will be comparable in magnitude to θCW.
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Chapter 1: Introduction

Figure 1.3: The way in which individual magnetic moments align and interact give rise to

different types of magnetic order, each with their own experimental signatures. a) Moments

are randomly aligned in paramagnets and align (anti)parallel in (anti)ferromagnets resulting

in long-range magnetic order. Characteristic b) susceptibility, χ and c) inverse susceptibility,

χ−1 curves. The Curie-Weiss temperatures, θCW can be estimated through a Curie-Weiss fit

of the linear part of the data at high-temperatures, with θCW being defined as the intercept

with the x-axis.

These quantities can be derived through a Curie-Weiss fit of the data,

χ =
C

Tm − θCW

(+χ0) (1.2)

where C is the Curie constant which is a material dependent property that relates sus-

ceptibility and temperature. Crucially, determining C is an experimental means to estab-

lish the atomic magnetic moment of the magnetic species present, using the conversion,

µeff ≈ 2.83
√
C and µeff ≈ 797.8

√
C for for data in cgs and SI units, respectively [31]. For

this law to be valid, the data need to be modelled in the paramagnetic region. This param-

agnetic region is usually defined from the point in the inverse susceptibility where the data

become linear as a function of temperature. For some materials, an additional term is added

to the Curie-Weiss law, χ0, to account for a materials inherent diamagnetic contribution

[33]. Diamagnetism (repulsion of a substance to a magnetic field) is a temperature indepen-

dent property that affects all atoms or compounds. χ0 corrections can be calculated from

tabulated values and are always negative.
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Chapter 1: Introduction

1.1.2 Quantum Magnetic Ground States

For many magnetic materials, the system has clear features in the susceptibility which can

be attributed to the onset of conventional long-range order. But for quantum magnetic

materials, Tm is not necessarily commensurate with θCW, and this can open up a region

between the solid and gas phases for the corresponding "liquid" magnet (Fig. 1.2). Unlike

paramagnets and conventional long-range ordered magnetic phases, the liquid phase is much

more difficult to define, and even harder to experimentally realise.

At the opposite end of the spectrum to conventional long-range magnet order is

the ultimate quantum magnetic ground state, the quantum spin liquid (QSL). A QSL is

a magnetic ground state that is theorised to remain dynamic and highly correlated, even at

absolute zero [8]. Whilst theoretically attainable, experimentally achieving a QSL ground

state is arduous. For it is often the same defects and disorder that prevent long-range

order from forming, that also prevent the elusive QSL ground state from being stabilised.

Consequently, a lot of quantum magnetic materials do order but have unconventional, short-

ranged correlations between their magnetic moments. These materials are still a worthwhile

pursuit as the variety and versatility of correlated short-range ordered magnetic ground

states are vast and there is still a lot to learn about their underlying physics (Fig. 1.2).

Below I will outline a selection of unconventional quantum magnetic ground states,

some of which will be encountered in the results chapters of this thesis. Later in Section 1.5,

I will explore the relationships between these quantum magnetic ground states with external

parameters like chemical structure or disorder, and their experimental signatures with a few

key examples.

• Quantum Spin Liquid

Quantum spin liquids (QSLs) are complex magnetic ground states that support dy-

namic fluctuations down to the lowest temperatures. A popular theory of QSLs was

6
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proposed by Anderson in 1973 in which unpaired spins dimerise to form short-range

entangled S = 0 singlets [34]. These singlets can form a static arrangement on the

lattice, which is known as a valence bond solid or crystal (VBS or VBC). The VBS

and VBC are not considered QSL states due to the symmetry breaking associated with

the ordering of spin dimers. Alternatively, if the singlets resonate from bond to bond,

effectively creating a superposition of singlets across the lattice, then this resonating

valence bond (RVB, Fig. 1.2) model is considered highly frustrated and dynamic,

which may generate a QSL ground state [34–36].

• Spin Glass

A disruption to the magnetic lattice, for example, an impurity or site-mixing, can

induce a classical phase transition, Tf , on a frustrated system. This is known as a spin

glass [37]. A spin glass ground state involves the co-operative freezing of moments into

random positions across the magnetic lattice. Distinct from an (anti)ferromagnet, the

static moments fail to adopt a periodic arrangement that can be described by a simple

model.

• Spin Ice

The ferromagnetic arrangement of moments across corner-sharing tetrahedra, like in a

pyrochlore lattice, is geometrically frustrated when the local anisotropic axis points into

the centres of the tetrahedra. The lowest energy configuration this system may take is

to have two spins pointing in and two pointing out of the tetrahedra, creating four low

energy in-out interactions and two high energy in-in and out-out interactions. This is

known as a spin ice [38, 39]. So called because of its similarity to the arrangement of

hydrogen atoms in water ice, this highly correlated magnetic ground state lacks the

breaking of symmetry expected at low temperatures leading to unique excitations and

properties, with magnetic monopoles as an example [40].
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Chapter 1: Introduction

1.2 A Recipe for Quantum Magnetic Materials

There is no perfect recipe for a quantum magnet, but there are certain ingredients that can

enhance the quantum fluctuations and competition between exchange interactions of the

system, making the stabilisation of an exotic magnetic ground state more likely.

1.2.1 Moments Approaching the Quantum Limit, S ≤ 1

The first case is to select candidate systems where the magnetic moment is as close to

the quantum limit, S = 1
2
, as possible. The magnetic ground states most alluring to

experimentalists and theorists are those which have a dynamic magnetic ground state, such

as the quantum spin liquid. In order to evade long-range magnetic order to realise a quantum

spin liquid ground state, it is thus favourable to increase the quantum fluctuations of the

system, which are felt most strongly for small spin systems. The total (or effective) spin of a

system is a combination of the number of unpaired electrons, the applicability of Hund’s rules,

and how the moments interact with each other and their environment. These are several

important concepts that I will introduce with a full description available in the following

Refs. [31, 41, 42].

1.2.1.1 S or J : A Quantum Introduction to Magnetism

Each individual electron has in inherent spin angular momentum which is described by the

quantum number, s = 1
2
. The total spin of a system, S (quantum number, S) is the vector

sum of all the unpaired electrons in the system, S =
∑

s, and can be related to the magnetic

moment, µ:

µ = −gSµB (1.3)

8



Chapter 1: Introduction

where g is the Landé g-factor, a dimensionless constant that is ion specific. The quantity, µB

(Bohr magneton) is one of the most important quantities in atomic magnetism, representing

the magnetic moment of a ground-state electron in hydrogen. Owing to the small magnitude

of the magnetic moment size, magnetic moments of other ions are commonly expressed as

multiples of µB

µB =
eh̄

2me

= 9.274× 10−24 JT−1 (1.4)

where e is the charge of the electron, h̄ is the reduced Planck’s constant, and me is the mass

of the electron. In addition to this spin angular momentum, which is purely quantum in

origin, there are three other quantum numbers needed to describe atomic magnetism, which

each have a classical counterpart. Firstly, the principle quantum number, n, describes the

relative energy of each orbital and is only allowed to take integer values greater than zero

(n = 1, 2, ...). Secondly, the orbital angular momentum quantum number, ℓ, describes the

shape of each orbital and may take integer values up to n−1 (ℓ = 0, 1, ..., (n−1)). For atoms

with more than one electron, the orbital energy is dependent on both n and ℓ. Thirdly, the

orientation of the orbital can be described by the magnetic quantum number, mℓ. This can

be thought of as a projection of the total orbital angular momentum along a specific axis

and can take 2ℓ + 1 values between −ℓ and +ℓ. Spin can also take 2s + 1 values between

−s and +s, with a single electron therefore having two possible spin states, ms = ±1
2
, so

called spin up and down states for positive and negative values, respectively. The Heisenberg

uncertainty principle states it is only possible to measure two quantities simultaneously and

precisely, in this case, the magnitude of the angular momentum, and its projection along a

single axis of an electron. For the total orbital, L and spin, S angular momentum, these

quantities are given by:

|L| =
√

L(L+ 1)h̄ and |S| =
√

S(S + 1)h̄ (1.5)

Lz = Mlh̄ and Sz = Msh̄ (1.6)

Depending on how many electrons are occupying a sub-shell there are different ways

that the electrons may be arranged, with different L and S accordingly. A more appropriate

9



Chapter 1: Introduction

measure of the system may be reached by considering spin-orbit interactions, with the total

angular momentum, J = L ± S (quantum number, J). The values of S, L and J are

calculated for an electronic ground state of an isolated atom or ion using Hund’s rules of

maximum multiplicity. First S, then L is maximised. Finally, if the sub-shell is less than

half-filled then J = |L− S|, and J = L+ S, otherwise. The magnetic moment can therefore

be expressed as:

µeff = g
√

J(J + 1)µB with g =
3

2
+

S(S + 1)− L(L+ 1)

2J(J + 1)
(1.7)

The applicability of Hund’s rules largely depends on the size of the ion, and conse-

quently which interaction term dominates, spin-orbit coupling or the interaction with the

crystal field. Spin-orbit coupling interactions scale with a Z4 dependence (Z = atomic num-

ber), and is, therefore, much stronger in heavier atoms and ions. The heavy 4f and 5f

sub-shells of rare-earth ions are also orbitally contracted, and therefore have a much weaker

interaction with the crystal field. This combination of factors mean that for rare-earth ions,

spin-orbit coupling dominates and Hund’s third rule is valid.

1.2.1.2 Transition-Metals, Orbital Quenching and the Effect of the Crystal Field

In contrast, the more extended 3d and 4d sub-shells of transition-metals feel a much stronger

coupling to the crystal field than with spin-orbit interactions. In effect the crystal field takes

into account that metal ions are not free, but instead interact with a local environment that

may perturb their energy levels. The local environment of the crystal is considered as the

interaction that arises from the overlap of orbitals between the metal ion and the surrounding

ligands.

In the absence of a crystal field, a transition-metal ion has five degenerate energy

levels, each describing a different orbital. These orbitals point in different directions in

space, and, for the octahedral case, are divided into two groups: (1) t2g orbitals which point

between the x, y and z axes (dxy, dyz and dxz), and (2) eg orbitals which point along the
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Figure 1.4: A free ion may split with the introduction of a crystal field. The way the

energy levels split is dependent on orientation of the orbitals with respect to the crystal field

environment, for example in a) octahedral and b) tetrahedral environments. The total energy

of the orbitals is given by ∆, which splits proportionally depending on the environment.

axes (dz2 and dx2−y2). The crystal field can be considered as a uniform negative sphere of

charge surrounding a positively charged metal ion. In reality, these metal ions are connected

to ligands via symmetry, and the ligands can be thought of as pulling all the negative charge

of the sphere towards them creating distinct spots of negative charge in space. The way

that the orbitals of the metal align with respect to these charge spots causes electrostatic

repulsion and attraction and therefore can change the energy of the orbitals. A common type

of symmetry is the octahedral environment as pictured in Fig. 1.4a), which is encountered in

Chapter 2 as the V3+ ions are co-ordinated to six oxygen atoms in the cubic spinel structure

of ZnV2O4. Here, it can be seen that this environment results in the raising of the eg orbitals

and lowering of the t2g orbitals, which alleviates some of the degeneracy of the system.

Another common case is the tetrahedral environment, shown in Fig. 1.4b).

As interactions with the crystal field dominate, Hund’s rules are not valid for transition-

metal ions which led to consistent discrepancies between the experimentally measured mo-

ment and the theoretical prediction from Eq. 1.7 [31]. Instead, it was found that transition-
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metal systems under the influence of the crystal field were choosing a magnetic ground state

such that L = 0, an effect known as orbital quenching. In this case, the magnetic moment

is better described by considering spin-only contributions.

µeff = 2
√

S(S + 1)µB (1.8)

In real materials, the orbital component of the moment may not fully be quenched. It

can depend on a number of factors, such as the crystal field environment, the arrangement of

electrons in the orbitals, and whether there is remaining degeneracy in the t2g or eg set (for

octahedral environments). The effects of orbital quenching to some degree will be applied in

Chapters 2 and 4.

1.2.1.3 Jahn-Teller Distortions

Though the crystal field goes part of the way to lifting the degeneracy of the system, for

many materials it does not go far enough. Therefore, sometimes it is energetically favourable

for an octahedron, for example, to spontaneously distort as the increased elastic energy is

balanced by the saving in electronic energy. This is known as a Jahn-Teller distortion [31].

An example is shown in Fig. 1.5, which is specific to the case of the V3+ ions in ZnV2O4 in

Chapter 2, and shows the respective raising and lowering of orbital energies via a compression

or elongation along the tetragonal c-axis.

This behaviour is often observed within cubic spinels, whose A- and B-site cations are

connected via a geometrically frustrated diamond and pyrochlore sub-lattice, respectively.

The presence of a Jahn-Teller distortion in cubic spinels often leads away from a dynamic

spin liquid ground state by triggering what is commonly referred to as an order-by-disorder

transition [43]. In such a case, a single long-range ordered ground state is selected by the

collective fluctuations in the system combined with the spontaneous breaking of symmetry

following the Jahn-Teller distortion. This has been a significant issue within the search for
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Figure 1.5: Jahn-Teller distortion for a V3+ ion in an octahedral environment has two po-

tential ground states depending on the system undergoing an elongation or a compression

along the tetragonal c-axis.

the spiral spin liquid ground state [44–46]. However, as I will show in Chapter 3, in conjunc-

tion with a recent theoretical study [46], a spiral spin liquid is achievable in a tetragonally

elongated structure.

Another consideration following the splitting of orbitals by either the crystal field or

a Jahn-Teller distortion, is how to fill the now non-degenerate energy levels [31]. In the

octahedral example, the lower energy t2g orbitals will begin filling first before the eg orbitals.

The energy cost of putting two electrons in a single orbital is known as the pairing energy.

If the crystal field energy is lower than the pairing energy then orbitals will all be filled

singularly before becoming doubly occupied. This is known as a high-spin configuration.

Contrastingly, if the crystal field energy is higher than the pairing energy then electrons will

doubly occupy the lowest energy orbitals before filling orbitals at higher energies. This is

known as a low-spin configuration. This theory is particularly important for understanding

susceptibility data of Mn0.5Fe0.5PS3 in Chapter 4.
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1.2.1.4 Kramers Theorem

Finally, in some special cases, a system with a large J or S, can map onto a smaller Jeff or

Seff state through the application of Kramers theorem [31, 47]. Kramers theorem states that

if a system has an odd number of unpaired electrons, then in the absence of a magnetic field,

at least two-fold degeneracy of states must remain. The pairs of states are known as Kramers

doublets and are time conjugate (Heisenberg uncertainty principle applies [41]). For some

systems, the energy required to populate a higher energy doublet is so high that the system

chooses to populate the lowest lying states in their entirety first, effectively producing lower

spin systems.

An example is found in the study of LiYbO2 in Chapter 3, where the Yb3+ ions with

an electron configuration of 4f 13 can be regarded as a Kramers ion. The moment arising

from this Yb3+ ion should have J = 7
2
, but in fact, inelastic neutron scattering revealed

that the four Kramers doublets split and that the lowest energy crystal electric field (CEF)

transition is high enough from the ground state Kramers doublet for the system to map onto

an effective, Jeff = 1
2

state at low temperatures [46]. This can be very useful as it means that

when measuring at low temperatures in experiments, only the ground state interactions are

probed. This system, therefore, is a good candidate for exotic magnetic ground states as its

moment size can be considered as quantum.

1.2.2 Lower Dimensions

Secondly, confining the magnetic lattice to one or two-dimensions will experimentally increase

the quantum fluctuations of the system which in turn suppresses long-range magnetic order.

Low-dimensional magnetic systems have been of theoretical and experimental interest for

years, however until relatively recently, conventional magnetic order was thought not to exist

in two-dimensional systems due to the Mermin-Wagner theorem [48–51]. Recently it has
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been shown that there is a huge amount of exotic magnetism existing in low-dimensions, and

theoretically, these systems are preferable as they are often easier to solve, and in some cases,

exactly solve [52, 53]. Systems which combine low-dimensionality and interesting magnetism

include layered compounds with van der Waals gaps [54, 55] such as the transition-metal

thiophosphates, MPS3 (explored in Chapter 4) [56–59], transition-metal halides like CrI3

[60–62], and ternary iron-based tellurides such as Fe3GeTe2 [63–66]. For materials with

covalent bonding between adjacent layers, increasing the separation of magnetic layers with

non-magnetic ions in compounds like YbMgGaO4 [20, 67, 68], or adding organic linkers to

form MOF structures [25, 69, 70], has the potential to produce the same effect, by effectively

suppressing the interlayer exchange between the magnetic planes.

1.2.3 Increase Competition

Finally, increasing the competition of exchange interactions between moments ensures a

highly frustrated system. Earlier, I introduced the concept of geometric frustration but

there are many materials with non-triangular based geometries that also exhibit magnetic

frustration.

An example is the square lattice where the moments can easily align in a conventional

ferromagnetic or antiferromagnetic arrangement [71–74]. Figure 1.6a) shows that in the J1-J2

square-planar Heisenberg model, there are several magnetic ground states that are possible

depending on the ratio of exchange interactions. For example, when J1 ≫ J2, a conventional

Néel antiferromagnetic ground state exists, or conversely when J2 ≫ J1, a conventional

columnar order is present. However, when the ratio of exchange interactions is between

0.4 ≤ J2/J1 ≤ 0.6, then the interactions become frustrated and may lead to exotic magnetic

ground states such as the quantum spin liquid (QSL) and valence bond crystal (VBC).

An example of a potential mechanism to mediate this magnetic exchange is superex-
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Figure 1.6: Different ways to generate magnetic frustration. a) The phase diagram of the

J1-J2 square-planar Heisenberg model includes frustrated quantum spin liquid (QSL) and

valence bond crystal (VBC) as well as more conventional ordered states. b) The Kitaev

model comprises of directionally dependent Ising spins on a honeycomb.

change as shown in Fig. 1.7 [75, 76]. In superexchange it is the overlap of the partially

filled orbitals of metal ions (M) with the occupied orbitals of a non-magnetic mediator, for

example, an oxygen ion (O2−) that transfers the exchange. It is predicted that the M-O-M

bond will mediate antiferromagnetic and ferromagnetic exchanges when the M-O-M bond

angle is close to 180o and 90o, respectively. In real materials, superexchange pathways can

be very complex, but for this work are particularly important in the discussion of diamond

geometries in Chapter 3 [45, 77, 78].

Though not explored in this thesis, one area that is becoming increasingly prevalent

is to engineer magnetic frustration via strong spin-orbit interactions, with the Kitaev model

on a honeycomb lattice being a prime example [52, 53]. In the Kitaev model, moments

are described as non-interacting Majorana fermions—where the particle and antiparticle are

the same—with highly anisotropic couplings between the neighbours. On the honeycomb

lattice, the moments form pairs of directionally dependent Ising spins, with each pair acting

along a different crystallographic axis as seen in Fig. 1.6b). Since a single Ising moment
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Figure 1.7: Superexchange is an example of an exchange interaction that can contribute to

magnetic frustration. Superexchange pathways are mediated by non-magnetic ligands, such

as oxygen. The geometry dictates if an ferromagnetic or antiferromagnetic arrangement is

preferred.

can not spin in three directions simultaneously (up, right and in), the system becomes

frustrated. The Kitaev model was particularly striking as it was the first exactly solvable

spin liquid model presented, however, experimentally the search has largely focused only on

two candidate systems, α-RuCl3 [79–81] and A2IrO3 (A = Li, Na) [82–86], which are both

highly susceptible to stacking faults and thus neither show this elusive magnetic ground

state.

1.2.4 Chemical Disorder

As discussed, quantum magnetic ground states can be realised across a variety of different

lattice types. These models often assume that the chemical structure is perfect, but in

reality this is rarely the case. All real materials will have some degree of chemical disorder,

and regardless of whether this disorder affects the magnetic or non-magnetic atoms or ions,

the influence that this disorder can have on the magnetic ground state selection can be

substantial [39, 67, 87]. Chemical disorder is associated with the physical arrangement of
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atoms or ions away from their ideal positions, and can typically be grouped into three broad

categories:

1. Compositional disorder which occurs when the stoichiometry of the system is different

to what is expected.

2. Positional disorder where there is a translational error in the symmetry or when thermal

energy distorts the structure.

3. Amorphous structures where there is a complete lack of periodicity in the structure.

1.2.4.1 Compositional Disorder

Compositional disorder occurs from the non-regular placement of two or more atomic species

on a crystalline lattice. Compositional disorder can be induced from mixing ions of a similar

charge and radius, like in the QSL candidate, YbMgGaO4, where on average there is a 50 %

occupancy of Mg2+ and Ga3+ ions on the triangular bipyramid layers, but locally a completely

random distribution throughout the non-magnetic lattice [68, 88, 89]. Additionally, instead

of substituting similar components, compositional disorder is also found when components

are removed from the system, whether that is intentional as in the production of vacancies for

semiconductor applications [90], or accidental in the case of off-stoichiometries. A material

that does not have the correct stoichiometry is often the result of the synthetic procedure, as

particularly volatile reactants are hard to contain within the reaction. This may be overcome

by changing the firing temperature, rate, time or changing the atmosphere and containing

the sample within a vacuumed tube if necessary. As will be explored later in this thesis, the

degree to which the sample is off-stoichiometry can be incredibly minimal and still have a

profound effect on the magnetic ground state [39].
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1.2.4.2 Positional disorder

Positional disorder is an effect that no real material can escape: thermal energy within the

system causes individual atoms to vibrate off their average site positions. This can usually

be accounted for in average-structure models with thermal parameters like the isotropic

displacement parameters, Biso. Substantial correlated positional disorder has however been

found to have applications in ferroelectricity [91, 92], and be responsible for some exotic

correlated states, like charge- and spin ices [93, 94]. Also grouped with positional disorder

are materials where there is a translational error in the repetition of the crystalline lattice,

for example, stacking faults. α-RuCl3 is a Kitaev QSL candidate, and as described earlier,

the Kitaev model considers the anisotropic interactions of moments across a two-dimensional

honeycomb lattice [52, 53]. However, stacking faults in α-RuCl3, cause an interlayer exchange

to occur between adjacent honeycomb planes, and so the system cannot be considered as

two-dimensional, meaning the Kitaev state is not realised [80, 81]. Additionally, positional

disorder can occur when there is strain present within the crystal. Strain is defined as the

ratio between the change in length of a material with regards to its original length. Strain

in materials is often observed in diffraction measurements as an overall broadening of peaks

and drop in their intensity, and manipulating strain effects has become popular to try and

tune certain magnetic and electric properties [95, 96].

1.2.4.3 Amorphous Structures

Finally, materials that lack a long-range ordered chemical structure are said to be amorphous.

This means all of the average structure methods will not be useful in exploring materials as

there is no average structure to probe. It is here that local structure determination, through

diffuse and total scattering methods, come into their own. Many examples of materials

with amorphous structures exist in nature and synthetic form, but the effects such disorder

can have on quantum magnetic materials are not as successively characterised, due to the
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complexities of the underlying chemical structure. Recently, materials with unconventional

periodicity have been investigated on an unusual frustrated system composed from Truchet

tiling on a MOF network [97], and in the spin glass phase of quasicrystalline compound,

Ce3Au13Ge4 [98].

1.3 Understanding Order: Average Structure Methods

The first step to understanding complex quantum magnetic materials is to measure the

average or bulk properties of the material. Whilst magnetic susceptibility measurements

can determine the magnetic ordering temperatures and an estimate for the strength of the

interactions, they are not able to tell us the precise way the moments order. Neutron

scattering experiments on the other hand, are an ideal tool to determine a material’s magnetic

structure as neutrons also have an inherent magnetic moment that can interact with unpaired

electrons in the sample via the dipole-dipole interaction. Scattering from neutrons works due

to the de Broglie relationship, that a particle can be considered as a wave and vice versa.

This opens up the possibility to use other experimental probes such as X-rays and electrons

in scattering experiments. The results of a scattering experiment are diverse depending on

the setup of the instrument and probe used. For example, the elastic scattering produced

from neutrons, X-rays or electrons can be used in a diffraction experiment to understand

a material’s chemical or magnetic structure. Though not utilised in this thesis, inelastic

scattering occurs when there is a change in energy of the probe following its interaction

with the sample, and may reveal information on the dynamics of the system. Diffraction

techniques are a cornerstone method for materials characterisation and therefore essential

to this thesis. In this section I will outline the fundamental concepts of average structure

determination using X-ray and neutron powder diffraction needed to interpret the results

presented in the results chapters, with a full description of the theory found in the following

Refs. [99–101].
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1.3.1 Scattering Experiments

Scattering experiments are typically divided into two classes, constant wavelength and time-

of-flight (TOF).

1.3.1.1 Constant Wavelength

Constant wavelength diffraction measurements from neutron reactor sources like the Institut

Laue-Langevin (ILL) or X-ray synchrotron facilities like the ESRF, involve selecting a single

wavelength of a white beam using a monochromator. The wavelength chosen is similar to the

interplanar spacing of a crystal, which allows for constructive interference to occur through

the application of Bragg’s law. The sample, usually contained in a cylindrical sample can

or borosilicate capillary, diffracts the monochromised incident beam over a wide 2θ angular

range. The detectors are either moved as a function of 2θ or on certain instruments, a large

array of detector banks covering a wide angular range are used to capture all the scattering at

the same time. More commonly scattering data are expressed as a function of the scattering

vector, Q, which can be related to the incident, ki and final, kf wavevectors of the probe by

Q = kf − ki. One of the most useful consequences of a constant wavelength setup is that

the integration window (area over which scattering is measured) is exactly known. This is

important, as in a diffraction measurement, the integration is only performed over the elastic

line, but sometimes due to the excitations in the system, there is significant intensity outside

the experimental window. Therefore, knowing how much of the data is visible within the

diffraction pattern can help determine if the static approximation is valid and if the resultant

analysis is likely to be physical or not.

This thesis has included many constant wavelength diffraction measurements for av-

erage structure determination including laboratory X-ray diffraction characterisation, syn-

chrotron X-ray (ID22 at ESRF) and neutron diffraction (D20 and D2B at the ILL).
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1.3.1.2 Time-of-Flight (TOF)

In contrast, time-of-flight measurements are performed at spallation sources such as the ISIS

Neutron and Muon Source, where the neutron beam is produced from accelerating a pulsed

beam of protons in a synchrotron. The proton beam is then collided with a heavy metal

target, for example tungsten, which produces short packages of neutrons with a range of

wavelengths within each pulse. The diffraction pattern is measured by fixing the scattering

angle and measuring the time it takes for the neutrons to travel from the source to the

detector, which is where the term time-of-flight comes from. The wavelength of the neutron

is given by

λ =
ht

mnL
(1.9)

where h is Planck’s constant, t is the neutron time-of-flight (µs), mn is the neutron mass

(kg) and L is the total flight path (distance from source to detector, m).

This thesis includes TOF measurements on the HRPD and WISH diffractometers,

which are optimised for high-resolution powder diffraction and magnetic structure determi-

nation, respectively.

1.3.2 Interactions with Matter

In a powder diffraction experiment it is the intensity, Ihkl of the scattering that is measured.

The intensity is proportional to the structure factor of the sample, Fhkl, squared.

Fhkl =
∑
j

fjexp[2πi(hxj + kyj + lzj)] (1.10)

The exponential in this equation tells us where the diffraction is occurring from (the positions

of the atoms in the unit cell, xj, yj and zj, and the lattice plane of interest, h, k and l) and

fj, known as the scattering factor, tells us what the scattering species is and how it scatters.

fj therefore has different dependencies for neutrons and X-rays:

22



Chapter 1: Introduction

1.3.2.1 X-rays: fj = f(Q)

The interaction between X-rays and the electron cloud of a material is mediated by the

electromagnetic interaction. This is known as the atomic form factor, f(Q). Because the

scattering occurs from the number of orbital electrons, the magnitude of the signal is propor-

tional to the atomic number, Z. f(Q) has a form factor dependence, meaning the scattering

power of all atoms decreases as a function of Q, which is due to the spatial distribution

of the electrons acting across a similar length scale as the X-ray wavelength. Due to these

dependencies, X-rays are very useful for studying heavier elements at low angles, but strug-

gle to distinguish neighbouring atoms on the periodic table and low mass elements, such as

oxygen.

1.3.2.2 Neutrons (nuclear): fj = −b

The interactions between neutrons and the nuclear (crystallographic) structure is mediated

by the strong nuclear force by the neutron scattering length, b. Unlike the X-ray case, b

does not have a form factor dependence because the nucleus size, and the interaction length

scale with the neutrons, are much smaller than the wavelength of thermal neutrons. The

origin of b is thought to arise from the orientation of nuclear spins within the nucleus of an

atom. This is important as neutrons can be used to distinguish between different isotopes of

the same element. The size and magnitude of b is erratic across the periodic table, and this

contrast can be useful for identifying elements close together (or isotopes), that would not

be resolvable with X-rays. Unlike X-ray atomic form factors, the sign of b can be positive or

negative, which depends on if the incident and outgoing waves are in or (180o) out of phase.

The nuclear scattering, Inuc(Q), is the sum of two terms (Fig. 1.8):

Inuc(Q) = Icoh(Q) + Iincoh(Q) (1.11)

In the static approximation, Icoh(Q) is the coherent scattering intensity, which concerns the
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scattering from all atomic sites and is a function of the average scattering length, bcoh ≡ b̄.

Physically Icoh(Q) can provide information on the crystallographic structure in diffraction

(Bragg peaks) and correlated motions or collective excitations (eg. phonons and magnons)

in inelastic scattering. In contrast, Iincoh(Q), is the incoherent signal which arises from the

deviations in the neutron scattering length from the mean value

Iincoh(Q) =
1

N

∑
i

(
b̄2i − b̄i

2
)

(1.12)

where b̄2i and b̄i
2 represent that the neutron scattering lengths have been averaged over all

atoms of the same element and isotope, i. Iincoh(Q) is related to the probability of self-

scattering effects for a given element or isotope. Incoherent scattering typically adds a

featureless background that contains no information about the crystal structure.

1.3.2.3 Neutrons (magnetic): fj = fM(Q)

Owing to the fact that neutrons have a magnetic moment, there is a second interaction type,

this time between a neutrons magnetic moment and the electrons in the material via the

dipole-dipole interaction. Similarly to the X-ray atomic form factor, the magnetic scattering

of neutrons is subject to a form factor dependence, fM(Q). However, typically, the fall off in

Q is more pronounced for magnetic neutron scattering as it is only the outermost electrons

in the sub-shells involved in the interaction. This means that magnetic intensity is most

distinctly seen at low Q. The magnetic form factor is also ion specific due to the different

way the electrons can be arranged in the sub-shells. Magnetic form factors are obtained

from the Fourier transform of the magnetisation distribution of a single magnetic ion [99].

Usually an analytical approximation, ⟨j0(s)⟩ is used to estimate this form factor

fM(Q) ≈ ⟨j0(s)⟩ = Aexp(−as2) +Bexp(−bs2) + Cexp(−cs2) +D (1.13)

where s = sinθ/λ (Å) and the co-efficients are tabulated in the International Tables of

Crystallography, Volume C [102]. For rare-earth ions where L ̸= 0, it may be necessary to
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Figure 1.8: Schematic illustrating the origin of coherent and incoherent neutron scattering

in a system with two different scattering lengths, b1 and b2. The coherent scattering gives

the Bragg peaks and arises from the average neutron scattering length, bcoh ≡ b̄. Incoherent

scattering arises from the deviation of the neutron scattering from the mean, bincoh ≡ b̄2− b̄2.

Both contribute to the total nuclear scattering.

calculate the form factor to higher orders (j2, j4 and j6). fM(Q) can be converted into the

elastic differential magnetic cross-section of a paramagnet via

dσ

dΩ
=

2

3
(γr0)

2
{1

2
gfM(Q)

}2

S(S + 1) barns/ster. (1.14)

where γ = 1.9132 is the gyromagnetic ratio of a neutron, r0 is the classical radius of an

electron and g is the Landé g-factor [103]. A magnetic material in its paramagnetic regime

should show only a dependence according to Eq. 1.14, however experimentally for quantum

materials this is rarely the case. In all of the results chapters the magnetic form factor is

calculated and compared to the data to check if at high temperatures the paramagnetic

phase has been reached.
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1.3.3 Order and Diffraction

A well ordered, periodic crystal culminates in a series of Bragg peaks in diffraction patterns

that are as unique as a fingerprint. The peak position gives information on the size and

symmetry of the unit cell. The peak intensity reveals which atoms are contained within the

unit cell and where they are. Finally, the peak shape is a convolution of the instrument

resolution and the size and strain effects on the crystal. Integrated powder diffraction data

can be analysed via a variety of techniques, most commonly Rietveld refinement [104], which

matches a model to the data by a least squares process. Due to powder averaging and the

integrated intensity being proportional to the structure factor, Fhkl of the sample squared,

structure determination is often not possible in powder diffraction experiments only phase

identification and structure refinement of known (or similar) substances. To determine the

crystal structure without any prior model, single-crystal diffraction is usually required.

1.3.3.1 Average Chemical Structure Determination with Rietveld Refinement

Rietveld refinement is a process where a least squares refinement is carried out until the best

fit between the observed powder diffraction pattern and the model is reached. One of the

most important considerations during a Rietveld refinement is that it is a "whole" pattern

approach which means that all the peaks are fit simultaneously and all contribute to the

overall quality of the fit. This is important, as fitting the details of the main phase will not

make physical sense if there is significant intensity from unaccounted for peaks of impurities

or contributions from the sample environment in the data. There are typically two quality

of fit parameters quoted in this thesis, χ2, and the weighted R-factor, Rwp (%)

χ2 =
∑
i

(yobs,i − ycal,i
σi

)2

Rwp = 100

[∑
i=1,nwi|yobs,i − ycal,i|2∑

i=1,nwiy2obs,i

] 1
2

(1.15)

where yobs,i and ycal,i are the observed and calculated values for the ith atom, respectively,

σi is the standard deviation, and wi is the weighting factor. Rietveld refinement can be
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analysed using a number of softwares, such as Fullprof [105], Mag2Pol [106] and GSAS [107].

I will outline the steps to a Rietveld refinement below [104].

1. Firstly a model is selected. Usually this comes in the form of a crystallographic infor-

mation file (CIF) from the ICSD or single-crystal data from in-house characterisation.

The model contains information on the space group symmetry, and where and how

many atoms there are in the unit cell. If no previously determined structure or single-

crystal is available, an alternative method to phase identification of a powder sample

is to index the peaks followed by a Le Bail fit. This follows similar steps to Rietveld

refinement, however the unit cell in this case is considered as empty. Realistically, the

only information obtainable from a Le Bail fit is if the unit cell has the right space

group and size.

2. The first step in a refinement is to get a reasonable guess of the scale of the pattern

and background. Background points are normally selected manually and then fit with

a polynomial function, for example, the Chebyschev function.

3. Next, the lattice parameters, a, b and c, and angles, α, β and γ are refined according to

the symmetry of the space group. Usually this makes a large difference to the quality

of the fit.

4. Then the peak shape. Peak shapes from diffractometers are rarely simple Gaussians,

therefore a convolution of different shapes and asymmetries are required. Common

peak shapes used in this thesis are Thompson-Cox Hastings (TCH) pseudo-Voigt pro-

file with axial divergence [108, 109] for synchrotron X-ray and constant wavelength

neutron, and convolution pseudo-Voigt [110] for time-of-flight (TOF) neutron.

The parameters used to fit peak shape are not often quoted in publications, however,

understanding peak shape can reveal very important information on the average size,

strain and behaviour of the crystal. In order to produce these physical values the instru-

ment resolution needs to be well defined first. This can be achieved by measuring an
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instrument standard, such as Si for ID22 and Na2Ca3Al2F14 for WISH, and performing

a very comprehensive refinement. The results are then contained within an instru-

ment resolution file (IRF) which essentially deconvolutes the sample and instrumental

broadening. The FWHM of the Gaussian (HG) and Lorentzian (HL) components of

the TCH pseudo-Voigt profile with axial divergence are given by [108, 109, 111]:

H2
G = (U + (1− ζ)2D2

ST(αD))tan
2θ + V tanθ +W +

IG
cos2θ

HL = (X + ζDST(αD))tanθ +
[Y + F (αZ)]

cosθ

(1.16)

If using an IRF then V and W are set to zero for the sample, and the rest of the

parameters have physical meaning in terms of strain (U, αD, X) and size (Y, IG, αD).

DST (αD) and F (αZ) are functions that describe the strain model and ζ is a mixing

co-efficient for Lorentzian contributions to the strain. This theory has been used in the

strain analysis of the ZnV2O4 samples in Chapter 2. Fullprof outputs two quantities,

the apparent size (Å), which can be considered as the coherent domain size (or volume)

of the sample and the maximum strain, e (dimensionless, ×10−4) which is described

by the Stokes and Wilson formalism [111]

e =
∆d

d
=

η

4
=

βD(2θ)

4tanθ
; e =

βD

2s
(1.17)

where, η is the apparent strain, βD is the breadth of the line profile due to strain and

s = 2sinθ = 1/d.

5. At this point, if there are any impurities or sample environment peaks, additional

phases are added and refined in a similar way.

6. Returning to the main phase, the atomic co-ordinates of atoms not in special positions,

and the isotropic thermal parameters, Biso (= 8π2Uiso) are refined. Biso accounts for

that even in an average structure model, atoms are not completely stationary due

to the thermal energy of the system. Though not present in this thesis, sometimes

the distribution of thermal energy can be particularly distorted and anisotropic Biso

parameters may be necessary.
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7. Finally, in some special cases, a correction to account for the powder sample not

being perfectly isotropic is required. This is known as preferred orientation, and is

often applied using a spherical harmonics function. This was used in Chapter 4 for

Mn0.5Fe0.5PS3 whose van der Waals layers slide over each other and is therefore very

difficult to crush a single crystal into a perfect isotropic powder. However, as I will

highlight in Chapter 3, caution should be taken as preferred orientation can completely

change the distribution in peak intensities, which in this case, altered the previous

physical interpretation of the material considerably.

1.3.3.2 Average Magnetic Structure Determination

In addition to the Bragg peaks produced from the chemical structure, the presence of an

ordered magnetic structure can add additional peaks or intensity to a diffraction pattern. In

these experiments, typically two measurements are required (1) at a high-temperature whilst

the system is in its paramagnetic regime where no ordered magnetic intensity is expected, and

(2) at a low-temperature, once the material has undergone its transition to a magnetically

ordered phase. The intensities of magnetic Bragg peaks are proportional to the moment

squared, and have a form factor dependence as given by fM(Q). Therefore, for the low spin

systems explored in this thesis, the intensities of these magnetic Bragg peaks are often very

weak in comparison to the average chemical peaks, and so isolating the magnetic intensity via

temperature subtraction is essential. The positions of the magnetic Bragg peaks will depend

on the propagation vector, k, a vector quantity that relates the magnetic structure to the

chemical structure. k is known as commensurate if this relationship between the magnetic

unit cell is a simple multiple of the chemical unit cell, and incommensurate otherwise. The

identification of k can be found by peak indexing on programs like K-search in Fullprof

[105].

The full determination of a magnetic structure is completed using representational

29



Chapter 1: Introduction

analysis. Here, the little group Gk is defined, which contains information on the symmetry

operations of the space group that involve a translation of the unit cell whilst preserving k.

The possible magnetic structures must be compatible with all the symmetry operators of Gk.

These are known as irreducible representations, Γk, and are used to build the magnetic space

group. Since representational analysis is complex, this process is usually aided by programs

such as BasIreps in Fullprof [105] and Mag2Pol [106].

The different magnetic structures are then tried via trial and error against the data

in a process similar to Rietveld refinement. Usually a refinement of the chemical structure is

completed beforehand and the refined scale factor kept constant as the magnetic refinement

is begun. This is to allow the moment size to be determined. Depending on the structure,

other refinable parameters are the propagation vector (particularly if the structure is incom-

mensurate), and the phasing of moments between different magnetic sites. This process was

used to determine the incommensurate helical structure of LiYbO2 in Chapter 3.

1.4 Understanding Disorder: Local Structure Methods

But not everything can be understood with an average structure model. The different

types of disorder that were outlined earlier can lead to new features beyond the Bragg peak

appearing in the scattering data. In a diffraction experiment, any intensity outside the Bragg

peak is regarded as diffuse scattering. Usually diffuse scattering is quite flat and weak, as it

arises from the random statistical disorder in the chemical or magnetic structure. But when

this disorder becomes correlated over a local length scale, the diffuse scattering becomes

structured, and these broad features and shapes contain an abundance of information on

the local structure of a material. Unlike average structure methods which are analysed in

reciprocal space, experimental signatures arising from structured diffuse scattering are often

understood through analysis in real-space. A main aim of this thesis is to understand how
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correlated disorder impacts the chemical and magnetic ground state selection of quantum

materials. This section will therefore highlight the main techniques and analysis methods

used in this thesis, diffuse neutron scattering, reverse Monte Carlo analysis on SPINVERT and

pair-distribution function analysis.

1.4.1 Disorder and Diffraction

A simple way to understand how to identify different types of disorder experimentally is to

think about how certain defects change the shape of Bragg peaks in diffraction measurements.

In a perfect crystalline material, Bragg peaks would be infinitely sharp and narrow, with the

width and shape determined only by the instrument resolution. But of course, the defects

and disorder that inevitably exist in real materials, can distort the Bragg peaks and the type

of distortion gives clues as to what is causing it. In a diffraction experiment the scattering is

assumed to be completely elastic, and so if intensity is missing from a Bragg peak then this

missing intensity must manifest somewhere else in the diffraction pattern. For example, if a

material was particularly strained (positional disorder) then there may be a drop in intensity

and broadening of the peaks. An example of the effect of strain on peak shape can be

found in Chapter 2. Alternatively, if there was atomic site disorder (compositional disorder)

then there may be a change in intensity of the Bragg peaks compared to what is expected.

In this case, when planning experiments, its particularly useful to think about the atoms

that may be disordered, as different experimental probes will give different results. This

is highlighted in Chapter 4, as short-range chemical disorder would not be resolvable with

X-rays due to manganese and iron being neighbours on the periodic table, but is resolvable

through neutron scattering due to their contrasting neutron scattering lengths. Furthermore,

asymmetric features become common in materials with stacking faults (positional disorder)

or when the dimensionality of the system is lowered. This is also highlighted in Chapter 4

through Warren shape analysis of a key quasi-two-dimensional magnetic peak [103]. These
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are all examples of disorder that act across relatively long length scales, and can often be

accounted for with average structure models.

But when disorder acts on a short-ranged length scale, features outside the Bragg peak

begin to appear. These features are often broad in Q and weak in intensity, and this makes

physical sense, as instead of scattering from a structure that is well defined, the scattering is

now occurring from something that has lots of variation. This is known as diffuse scattering

and refers to anything outside of the Bragg peak. Structured diffuse scattering is the result

of correlated disorder within a material. This is a key difference. Broad peaks, bumps and

features appear when the disorder is correlated. If the disorder is truly random then the

diffuse scattering will be flat, as all of these tiny distortions cancel each other out. It is the

correlations that give the shape to the structured diffuse scattering, and understanding these

correlations, why they arise and how they interact, is the main focus of this work.

1.4.1.1 Measuring Diffuse Scattering on D7

Because the scattering of structured diffuse features stem from correlated short-range disor-

der, the intensity of these features are very weak in comparison to average Bragg features.

Consequently, diffuse scattering is often overlooked in the analysis of diffraction data, as

it can easily be mistaken for a lumpy or poorly measured background. However, by con-

sidering these diffuse features, a lot of information about the materials local structure can

be obtained. One of the best instruments to measure diffuse scattering data on is the D7

diffractometer at the ILL [112, 113]. A characteristic that makes D7 particularly suited to

the study of diffuse features is its use of polarisation analysis—a technique which separates

the total scattering into component parts so that diffuse features are more easily visible [112–

116]. An example data set measured on D7 is shown in Fig. 1.9. In a conventional diffraction

experiment, only the total scattering (dark blue) would be accessible. Figure 1.9, taken from

Chapter 4 is a particularly nice example of a D7 measurement since there is clearly lots of
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Figure 1.9: Example data from D7 showing the breakdown of the total scattering (blue) into

different contributions to the scattering; nuclear coherent (NC), magnetic and nuclear-spin-

incoherent (NSI) shown in light blue, pink and lilac respectively.

diffuse structure within the total scattering. But from the total scattering alone, it would

be difficult to assign the features as originating from the chemical or magnetic structures,

therefore introducing the need for polarisation analysis.

On D7 (Fig. 1.10) [112, 113], cold neutrons are first monochromated by a pyrolytic

graphite monochromator with wavelengths 3.1 Å, 4.8 Å or 5.7 Å. In this thesis, all D7

experiments used a 4.8 Å wavelength, accessing a reciprocal space range of 0.15 ≤ Q ≤

2.5 Å−1 and integration window of −20 ≤ ∆E < 3.5 meV. The beam of neutrons is then

polarised by a supermirror of alternating magnetic and non-magnetic Co/Ti layers that are

magnetically saturated in the vertical (z) direction [117]. The beam polarisation is preserved

by applying a small "guide field" (≈ 10−3 T) along the z-direction. The neutrons then pass

through a Mezei spin-flipper—a coil which non-adiabatically changes the direction of the

polarised beam—which is therefore off when measuring non-spin-flip (NSF, initial and final

spin states are the same) cross-sections and on when measuring spin-flip (SF, initial and
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Figure 1.10: Schematic of the diffuse scattering diffractometer, D7 at the ILL [112, 113].

final spin states are different) cross-sections [116]. Next, the neutrons are rotated into the

x, y, or z directions using one orthogonal pair and two quadropolar Helmotz coils near the

sample position. After scattering from the sample, the neutrons are analysed by a second

set of supermirrors in their final spin state (NSF or SF) over a wide angular range (132 o)

using three multi-analyser detector banks.

This polarisation process and measurement of the initial and final spin states of the

neutrons, means that the total scattering can be split further via polarisation analysis. The

mathematics behind polarisation analysis can be found in Refs. [114–116] but is governed

by three general rules:
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1. Nuclear coherent (NC) and isotope incoherent (ii) scattering is entirely NSF

2. Spin-incoherent scattering is 1/3 NSF and 2/3 SF

3. Components of magnetisation; M⊥|| Pi is NSF, and M⊥ ⊥ Pi is SF, where Pi is the

polarisation of the beam along a defined axis.

As a consequence, the cross-section can be separated into its component parts whilst remain-

ing sensitive to the direction of magnetic moments. The D7 data in this thesis were measured

according to the xyz-polarisation analysis method, which measures the ratio of SF:NSF mo-

ments along the three orthogonal x, y and z-axes [114, 116]. The directions are chosen so

that x and y are in the scattering plane and the sample is rotated around z in a single-crystal

measurement. Following the data reduction, the total scattering is split into the three parts

shown in Fig. 1.9. The nuclear coherent, NC (light blue) and magnetic (pink) are the con-

tributions arising from the chemical and magnetic structures of the material, respectively.

Diffuse and average structure scattering can occur in both the NC and magnetic contribu-

tions, but the origin is now clearly distinguishable. Finally, the nuclear-spin-incoherent, NSI

(lilac) gives a featureless background and arises from the nuclear-spin-incoherent scattering

of the sample.

The different cross-sections are analysed separately, with the main focus in this thesis

being the magnetic cross-sections and are detailed later. Nevertheless, the other cross-

sections still provide important information on the sample. For example, the NC can contain

important information on the local chemical structure of the sample, or generally be used

to check the absolute normalisation process via Rietveld refinement on a program such as

Fullprof [105]. Placing the data on an absolute intensity scale, with units b/ster./f.u., is

important for this work as the magnetic moment size can be determined in the later reverse

Monte Carlo analysis. D7 data are normalised to an absolute intensity scale through the

measurement of several careful calibration standards.
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• Firstly, the measurement of an empty and cadmium filled sample can is used to estimate

the instrumental background.

• Then, an amorphous SiO2 standard is used to correct for polarisation inefficiencies as

it shows only nuclear coherent scattering (SF intensity would be zero if the polarisa-

tion was perfect) and has only diffuse scattering, so a liquid-like structure factor is

observable in all detector banks at once.

• Finally, a vanadium standard is measured to normalise the detector efficiencies, because

the scattering from V is flat in Q.

• The data are then normalised to the incoherent scattering from the vanadium standard.

All of these corrections and data reduction were performed using the LAMP software

at the ILL [118].

This process can then be checked by performing a Rietveld refinement, where a scale factor

is determined which is related to the absolute intensity via the following equation:

Iexpt = sIabs where s = FPScale× 2π2NV

45λ3
(1.18)

where Iexpt and Iabs are the experimental and absolute intensities, FPScale is the scale factor

produced from a Rietveld refinement on Fullprof, N is the number of atoms per unit cell (can

be substituted for Nmag, number of magnetic atoms per unit cell to convert to b/ster./spin),

V is the volume of the cell in Å3 and λ is the wavelength in Å. If the absolute normalisation

on D7 is correct then s = 1 ± 0.1. This conversion can also be used to convert arbitrary

scattering counts to absolute units, like for the analysis of D20 data in Chapter 2. A similar

procedure can be used to convert TOF data to absolute units, which was used in Chapter 2

for the WISH data

sTOF = FPScale× 4πNVsinθ

dtt1
(1.19)

where dtt1 (µ Å−1) is an instrument parameter that relates d-spacing to TOF. Additionally,

the NSI can be used to check the separation of the cross-sections has worked correctly, as it
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is expected that the NSI be flat and equal to the nuclear-spin incoherent cross-section of the

sample.

To summarise, diffuse scattering gives information of the correlated short-range order

within a material. Diffuse features are very weak and broad in comparison to average Bragg

features meaning they are often overlooked in the analysis of diffraction data. However by

using polarisation analysis on an instrument such as D7, diffuse features can be more easily

accessible as the data is split into the chemical and magnetic cross-sections. In this thesis,

D7 has been used to study both ZnV2O4 samples in Chapter 2, LiYbO2 in Chapter 3 and

powder and single-crystal samples of Mn0.5Fe0.5PS3 in Chapter 4.

1.4.2 Reverse Monte Carlo SPINVERT Analysis

Powder diffuse magnetic scattering data were analysed using reverse Monte Carlo (RMC)

methods on the program SPINVERT [119–121]. Usually, SPINVERT analysis works best on

data containing only diffuse magnetic scattering data that has been isolated via polarisation

analysis. However, it is possible to use temperature subtracted data (Chapter 2) and with

a recent version of SPINVERT model magnetic Bragg peaks and diffuse scattering simultane-

ously (Chapter 3) [121].

SPINVERT follows conventional RMC processes, which are briefly outlined here. Firstly,

a box is defined with the positions of the magnetic sites, which is then used to generate a

supercell. It is best to use periodic boundary conditions to avoid edge effects, and this

particular question is explored in more detail in Chapter 3. A classical spin vector with a

random orientation is assigned to each of the sites and a sum of the squared residuals in

calculated:

χ2 = W
∑
Q

[
Icalc(Q)− Iexpt(Q)

σ(Q)

]2
(1.20)

where I(Q) is the powder-averaged magnetic scattering intensity for calculated and experi-
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mental values, σ(Q) is the experimental uncertainty and W is an empirical weighting factor.

One spin is then randomly chosen and its orientation is changed depending on the anisotropy

set by the user. After the move, χ2 is recalculated with this new configuration of spins and

compared to the previous result. If χ2
new < χ2

old then the move is accepted and the process

continues from there. If χ2
new > χ2

old then the move is accepted with a probability according

to W . This process is repeated until convergence, where no improvement in χ2 is found as

the difference between the data and residuals has been minimised, or the maximum number

of moves is reached. Though specific to the data set being analysed a good rule of thumb

is to aim for a configuration that produces an acceptance ratio starting around 50 % and

finishing at around 85 %.

Since RMC methods are model independent, SPINVERT will always find the most

disordered configuration of moments that will fit the data. Consequently, choosing the

correct parameters to begin a RMC calculation is essential to obtaining physical results. An

example is shown from Chapter 4 in Fig. 1.11 where the spin dimension of the moments is

changed between 1 (Ising), 2 (XY) and 3 (Heisenberg) rotational degrees of freedom. Figure

1.11a) shows the fit to the powder data from SPINVERT, where each model is relatively

similar. The peak intensity at Q = 1.2 Å−1 is best fit by the Ising model but it is not

definitively the correct answer. It can therefore be beneficial to reconstruct the expected

single-crystal scattering planes via fast Fourier transforms on a program such as SCATTY

[122]. Conclusive confirmation of the model comes by comparing the SPINVERT simulation

to a measured single-crystal (Chapter 4, Fig. 4.8). The reconstructions of the magnetic

scattering are shown in Figs. 1.11b) - g) and show stark differences between the models. For

example scattering in the (0 k l) plane should show strong Bragg rods at (0 2 0). However,

for c) XY and d) Heisenberg moments there is additional vertical intensity between (0 1̄ 0)

and (0 1 0) which is not observed in the measured single-crystal. Additionally, in the (h k −h
3
)

plane, f) shows only very weak, smudged intensity at magnetic Bragg positions, and g) has

the weaker Bragg spots missing. Therefore, the model that most accurately reproduces the
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Figure 1.11: Effect of changing spin dimensionality in SPINVERT on the a) powder fit and b

- g) SCATTY single crystal reconstructions of Mn0.5Fe0.5PS3 (Chapter 4). Reconstructions in

the b - d) (0 k l) plane and e - f) (h k −h
3
) plane. Intensity of data have been normalised as

given by the colour bar.
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single-crystal scattering data is the Ising model described in the main text in Chapter 4, and

was confirmed through the reconstruction of the single-crystal scattering planes.

Similarly, other simulation conditions need to be optimised in order to produce phys-

ical results. These conditions include the supercell size, which determines how many atoms

are included in the box and the boundary conditions of the calculation. Practically, simu-

lations work best when the box is approximately cubic as spin correlations are calculated

radially from the centre, and therefore needs to be large enough to calculate spin correlations

over a sufficient range but not too large that the statistical noise of the data is fitted. The

weight, W , is an empirical factor that is loosely related to the Debye-Waller factor and used

to determine the acceptance ratio of bad moves (χ2
new > χ2

old). If the weight is too small

then the RMC calculation tends to accept too many bad moves and underfit the data. If

the weight is too large then the data are overfit, picking up every small bump and statisti-

cal noise in the data. Finally, calculations need to be repeated multiple times from a new

seed to ensure convergence and average out statistical noise. The number of runs needed is

dependent on the quality of the data and magnitude of the diffuse features.

For data collected on D7, a scaling factor is determined during the refinement. The

scale factor is classically related to the size of the effective magnetic moment, µeff via Eq.1.21

µ2
eff = scale = g2S(S + 1)µ2

B (1.21)

where g is the Landé g-factor and S is the total spin for the system. For data measured

within the paramagnetic regime, this can be cross-checked with the moment measured from

magnetic susceptibility to ensure that the full intensity of magnetic scattering is being cap-

tured within the integration window of D7. For the diffuse scattering data collected on

WISH/D20 in Chapter 2 that were temperature subtracted, the scale needs to be fixed at

the expected classical moment size squared.
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1.4.3 Spin Correlations

Ultimately, the measurements and subsequent analysis of diffuse magnetic scattering data

are probing the emergent correlations between pairs of moments throughout the magnetic

structure. Understanding these correlations therefore provides an indication of the length

scales over which different types of orderings exist, and their interactions with each other.

Following on from the RMC fits from SPINVERT, the radial spin-spin correlations can be

calculated, ⟨S(0)·S(r)⟩ by SPINCORREL [119, 120].

⟨S(0) · S(r)⟩ = 1

N

N∑
i=1

Zi(r)∑
j=1

Si · Sj

⟨Zi(r)⟩
(1.22)

where Si is a spin vector, N is the number of spins within the supercell and ⟨Zi(r)⟩ is

the average number of spins that coordinate to a central spin, i at distance, r. The spin

correlation function, ⟨S(0)·S(r)⟩ is normalised to be equal to +1 if all neighbours at an

equivalent r are ferromagnetically coupled and −1 if all neighbours are antiferromagnetically

coupled. The correlations are calculated radially, so are averaged throughout every pair

of atoms at an equivalent distance across the supercell and over multiple runs to remove

statistical noise. An example is shown in Fig. 1.12a) for a configuration where one spin-

up moment is interacting simultaneously between three moment pairs at an equivalent r.

All neighbours are ferromagnetically coupled, therefore the S · S for each coupling is +1,

giving the average as ⟨S(0)·S(r)⟩ = +1+1+1
3

= +1, or fully ferromagnetic. Alternatively Fig.

1.12b) has two antiferromagnetic couplings (S · S = −1) and one ferromagnetic coupling

(S · S = +1) giving a total ⟨S(0)·S(r)⟩ = +1−1−1
3

= −1
3
. Thus, equation 1.22 tells us the

average magnitude of the correlation for a given distance, r.

In real materials, the ⟨S(0)·S(r)⟩ is much more complex as alluded to in Fig. 1.12c).

During this thesis, different methods are employed in an attempt to relate these correlations

to their physical meanings within the materials. For example, it can be useful to split cor-

relations across different high symmetry planes, or for layered compounds, to look within

and between the layers. Additionally, taking the absolute magnitude of the correlations can
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Figure 1.12: Diagram illustrating the correlation between three neighbouring moments at an

equivalent distance from the central pink moment. a) If all the moments are coupled ferro-

magnetically (FM) then ⟨S(0)·S(r)⟩ = 1. b) If there are two antiferromagnetic neighbours

and one ferromagnetic neighbour, then ⟨S(0)·S(r)⟩ = −1/3. c) Example of calculated spin

correlations for a real material as a function of interatomic distance, r.

reveal new patterns that may be fit with exponential or polynomial functions, to reveal char-

acteristic correlation lengths or strengths. Alternatively, a lot of materials with correlated

disorder show a damped oscillatory dependence, where the period of the oscillation can be

related to the correlation length of the material.

1.4.4 Pair Distribution Function Analysis

So far I have mostly considered the Bragg and diffuse scattering intensities separately. This

works well if the distortions are small in strongly crystalline materials, but not for liquid

and amorphous structures, or those approaching the nanoscale. But we must remember

that Bragg and diffuse scattering exist together, and therefore analysing them together can

help us understand materials structures with ever growing complexity. Such experiments
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are known as total scattering experiments, and they mean just that—aiming to measure all

of the scattering from all of the sample over all of reciprocal space. The most intuitive way

to view these total scattering data is to take a Fourier transform of the data to produce a

pair-distribution function (PDF), where the peaks are the probability of finding a pair of

atoms separated by a distance r from the origin [123–125].

Experimental PDFs can be collected using X-rays, neutrons or electrons. The general

steps to generating a PDF are summarised in Fig. 1.13, but for the discussion I will only

use the case of X-rays. Firstly the intensity of experimental data is integrated to give a

standard two-dimensional diffraction pattern, I(2θ) (Fig. 1.13a)). This is exactly the same

data processing as a standard powder diffraction experiment. The data are then normalised

by the scattering cross-section to produce a structure function, S(Q) via Eq. 1.23 (not to

be confused with structure function, Fhkl defined earlier).

S(Q) = 1 +
I(Q)− ⟨f 2

j (Q)⟩
⟨fj(Q)⟩2

(1.23)

where fj is the scattering factor. A more conventional way of expressing S(Q) is to calculate

the reduced structure function, F (Q) (Eq. 1.24) as the data are now transformed to physical

units.

F (Q) = Q[S(Q)− 1] (1.24)

As can be seen in Fig. 1.13b), these two steps act to amplify some of the small signals at high

Q. Finally by taking a Fourier transform, the data are converted into the pair distribution

function, g(r) as shown in Fig. 1.13c) by the following equation.

g(r) =
2

π

∫ ∞

0

F (Q)sinQ(r)dQ (1.25)

The overall success of the PDF analysis depends largely on the quality of the data

collected and the data reduction, which is much more involved than a standard diffraction

experiment. In the first instance, PDF data should be collected over the largest Q-range

possible. The explanation for this is purely mathematical, as the integration of a Fourier

43



Chapter 1: Introduction

0 1 5 3 0 4 5

0 1 0 2 0 3 0
0

6 0

0 1 0 2 0 3 0

0

6

Int
.(a

rb.
 uu

nit
s.)

2 θ ( d e g r e e s )

R a w  d a t a ,  I ( 2 θ )
F(Q

) (A
-1 )

Q  ( A - 1 )

R e d u c e d  S t r u c t u r e  F u n c t i o n ,  F ( Q )

g(r
) (A

-2 )

r  ( A )

P D F ,  g ( r )

a )

b )

c )

Figure 1.13: PDF data reduction involves a) measuring high quality data over a large recip-

rocal space range, b) normalising the data and converting into physical units, F (Q) and c)

taking the Fourier transform to make a pair distribution function, g(r).

transform would ideally occur over infinite space (Eq. 1.25). Of course it is not possible to

measure scattering over an infinite range, and this finite integration range leads to artificial

peaks, known as termination ripples, in the PDF. The termination ripples can be smoothed

out by a parameter, rpoly, which is applied during the data reduction as a polynomial correc-

tion to the data and is an approximate low-r bound of reliable g values. In order to increase

the Q-range, the wavelength of the X-ray should be reduced, which does consequently lower

the resolution of the diffraction data.
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Careful background measurements are also required, with the measurement of an

empty capillary matching closely the sample PDF temperature, time measured and diameter.

Typically, the background measurement is slightly oversubtracted to account for the self-

scattering and absorption that occurs during the measurement of the sample. For the case

of X-rays, an additional problem is encountered by measuring out to high Q, as the atomic

form factor has very low magnitude at higher angles. Therefore, synchrotron radiation is

preferred, as the high intensity of X-rays ensures high quality data at all scattering angles.

During the conversion of the raw data to S(Q), the intensity is often divided by the atomic

form factor squared, which is useful as this amplifies these small signals in the high Q region.

Analysis methods of PDF data are typically divided into two groups, big box and

small box modelling. Big box modelling such as RMCProfile [126] involves (reverse) Monte

Carlo techniques which have a huge number of parameters and a very small number of

constraints. The flexibility in these methods is very powerful for highly disordered materials

but the physical interpretation can be very difficult to understand and the data can easily

be overfitted. In contrast, small box methods like PDFGui [127] are similar in principle to

Rietveld refinement, a model is chosen and its parameters refined to the data. Consequently

there are only a small number of highly controllable parameters which leads to potential

model bias. In this thesis, I will focus our attention on small box modelling using PDFGui,

which was used to analyse the ZnV2O4 samples in Chapter 2 with data collected from ID22

at the ESRF.

The instrument resolution is specific to the range the data are fit over and must

be redetermined each time. At ID22 the instrument standard was LaB6 and parameters

describing the resolution, Qbroad (peak broadening due to increased noise at high Q) and

Qdamp (peak dampening due to limited Q resolution) were refined. Data are first fit over an

average length scale, ∼ 50 Å. The steps to the refinement are similar to Rietveld; scale, lattice

parameters, atomic positions and isothermal displacement parameters (Uiso) are refined. This

should give comparable results to the average structure refinement from Rietveld analysis,
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with the exception of Uiso which is normally better estimated in PDF refinements due to the

larger 2θ measurement range. An agreement factor, Rwp and χ2 (Eq. 1.15) is calculated, but

due to the complexity and number of variables in a PDF, it is not so common to quote these

values. Instead it is beneficial to look for systematic differences between the refined model

and data and see which atom pairs these distances relate to. If a common discrepancy is

identified then the local region can be probed via the carbox method—where a small section

of the PDF is analysed and the box slid along the PDF to see how different parameters

evolve as a function of r. The carbox method can be very useful for identifying the breadth

and degree of local disorder from the average structure.

1.5 Characterising Real Quantum Materials

This aim of this thesis is to understand how to combine these average and local structure

methods to characterise real quantum materials. The ingredients to quantum magnetic

materials that I outlined earlier in Section 1.2, all play an important role in selecting the

magnetic ground state, with each offering unique experimental signatures. In this next

section I will explore the experimental signatures of a few of the most exciting quantum

magnetic ground states, their relationship with disorder, and some real life case studies which

have combined these experimental methods in order to understand their materials complex

ground states. This is the approach that will be followed in the experimental chapters of

this thesis.

1.5.1 Quantum Spin Liquid (QSL)

Quantum spin liquids are complex magnetic ground states that remain dynamic and have

correlated fluctuations, theoretically down to absolute zero. Traditionally, experimental

signatures for a QSL are those which describe the absence of long-range order, for example,
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the lack of a magnetic transition in magnetic susceptibility or no magnetic Bragg peaks in

neutron diffraction. A common parameter quoted to gauge the size of the spin liquid regime

is the frustration parameter, f = |θCW|/Tm, with a system said to be highly frustrated if

f > 10, and a true QSL having f = ∞ since Tm = 0 [9]. From this definition, it may initially

be difficult to separate a QSL from a conventional paramagnet. But they are different. A

QSL has a strongly correlated short-range ordered state which is induced from the quantum

entanglement and superposition of the dimerised singlets in the system. The moments in

paramagnets on the other hand are not strongly interacting but rather randomly fluctuating.

Despite the emphasis on identification of a QSL by omission of long-range ordered features,

there are a number of specific experimental signatures that are strongly associated with

QSLs. For example, the continual relaxation of an antimuon in µSR measurements down to

low-temperatures is a signature of the dynamic motion of the moments [128]. Furthermore,

broad features and missing entropy in heat capacity, and broad continua of scattering in

inelastic neutron measurements are indicative of the formation of short-range correlations,

with the latter revealing information on the dynamics of the moments [9]. In a QSL, if the

inelastic scattering is separated by distinct energy levels, this system is said to be gapped,

as energy is required to excite the singlet ground state to the triplet excited state. This

behaviour would not be observed for a paramagnet. Alternatively, if the inelastic scattering

is continuous and no sharp energy excitations are required then the system is referred to as

gapless [8, 129].

There have been many candidate materials considered for the QSL ground state. A

notable example is YbMgGaO4, which was selected due to the Yb3+ moments having an

effective spin Jeff = 1
2
, and the two-dimensional triangular magnetic sublattice combining

low dimensionality and geometric frustration. Despite multiple positive indicators for the

QSL ground state including no magnetic ordering down to 30 mK, and broad features in

specific heat and inelastic neutron scattering, the inherent compositional disorder of the

non-magnetic Mg2+ and Ga3+ ions means that determining the true nature of the magnetic
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ground state remains elusive [20, 88, 89]. Another key example is the case of barlowite, which

has near two-dimensional kagomé layers of S = 1
2

Cu2+ ions, separated by an inter-site Cu2+

ion. Barlowite was chosen as a candidate system to overcome the problem of compositional

disorder between Zn2+ and Cu2+ ions in the interstitual position of herbertsmithite, another

S = 1
2

kagomé mineral which has shown many QSL-like properties [23, 130, 131]. However,

not only was barlowite found to form an antiferromagnetic ground state below 15 K, there was

also the presence of positional disorder of Cu2+ ions in the inter-site position, compositional

disorder of the halide ions and synthesis dependent magnetic ground states [24, 87, 131, 132].

Studies on these systems have therefore shown that finding such an exotic magnetic ground

state as the QSL is not just dependent on the magnetic character, but also the structural

complexities that exist in real materials.

1.5.2 Spin Glass

A spin glass ground state involves the co-operative freezing of moments into random positions

across the magnetic lattice. There are many experimental signatures for a spin glass [37].

Firstly, the divergence of the field-cooled (FC) and zero-field-cooled (ZFC) DC magnetic

susceptibility below the freezing temperature, Tf . This represents the strong irreversibility

of the spin glass ground state, as once frozen into position, the moments are pinned to their

sites, unable to move until enough energy (T > Tf ) is added back into the system. In

general there are a lack of magnetic Bragg peaks in neutron diffraction measurements due to

the random orientations of the frozen moments, but diffuse features can appear. However,

the defining experimental signature of a spin glass is the strong frequency dependence and

dynamic response of Tf in AC susceptibility measurements.

48



Chapter 1: Introduction

1.5.2.1 AC Susceptibility Measurements

In contrast to DC susceptibility measurements, AC susceptibility is often referred to as the

dynamic susceptibility as the measured moment is time-dependent [31]. In an AC mea-

surement, a small alternating current (AC) drive field is superimposed on the DC field,

H = HDC + HACcos(ωt). The sample is fixed into position, but the oscillating AC current

invokes a change in the magnetisation, MAC = dM/dH. This is proportional to the ampli-

tude of the AC field, HAC and drive frequency, ω. At low AC frequencies, the susceptibility

response is very similar to a DC measurement. However, at much larger frequencies, M typ-

ically lags behind the AC field leading to the measurement of two quantities, χ (magnitude

of susceptibility) and ϕ (phase shift). These quantities are conventionally viewed as the real

in-phase, χ′ and the imaginary out-of-phase, χ′′ susceptibilities that are related via

χ′ = χcos(ϕ) ⇔ χ =
√

χ′2 + χ′′2

χ′′ = χsin(ϕ) ϕ = arctan(χ′′/χ′)
(1.26)

Physically, χ′ is the change in gradient of the M(H) curve with respect to the applied AC

field, whereas χ′′ is the dissipative processes of the sample. In a spin glass, Tf presents as

a cusp in χ′, and is highly frequency dependent. The observation of a cusp is particularly

important as in a spin glass, a feature describing Tf is absent in specific heat measurements

[37]. Additionally, at Tf a strong dynamic response is expected (χ′′ ̸= 0), which does not

occur in a conventional long-range ordered state.

Compositional disorder is often a key ingredient to form a spin glass ground state. This

can be seen in studies on solid solutions like Lu1−xCaxMnO3 [133] and SrMn1−xWxO3 [134]

where spin glass phases were stabilised after doping (x = 0.1− 0.3 calcium and x = 0.2− 0.4

tungsten ions, respectively) induced site mixing on the magnetic lattices. Both were found to

have the characteristic frequency dependent cusp at Tg and irreversibility in AC susceptibility

measurements, no magnetic Bragg peaks in neutron diffraction and characteristic freezing

patterns in µSR measurements. Alternatively, a re-entrant spin glass phase was found in
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cobalt(II) co-ordination polymers [135]. A re-entrant spin glass is a peculiar magnetic ground

state as these materials have an ordered antiferromagnetic state at high temperatures, which

upon cooling freeze into a disordered magnetic state akin to a spin glass [37]. The authors

in this work believed that this spin glass was due to the orientations and connectivity of the

ligands to the cobalt, which is therefore an example of positional disorder influencing the

magnetic ground state.

1.5.3 Spin Ice

Spin ice states often occur in materials with corner-sharing tetrahedra, when the ferromag-

netic arrangement of moments is geometrically frustrated when the local anisotropic axis

points into the centres of the tetrahedra. The defining experimental signatures of spin ice

materials are "pinch-points" in diffuse neutron scattering measurements [136]. Originating

from the structure factor of spin ice, bow-tie features are often observed in diffuse neutron

scattering measurements, with the knots of the bow-tie commonly referred to as pinch-points.

These features are interesting, as at T = 0 K, these pinch-points should be infinitely narrow

and thus describe infinitely long-ranged interactions within the material. But the additional

thermal energy at finite temperatures, along with the instrument resolution in experiments,

broadens the pinch-point resulting in the characteristic scattering. These features are often

observed at temperatures higher than expected and this is likely due to dipolar interactions,

which are an important mechanism in stabilising spin ice states [38, 136].

Classical spin ice materials (S > 1), such as Dy2Ti2O7 and Ho2Ti2O7, were some of

the first frustrated systems to be characterised [40, 136]. The fluctuations in classical spin

ice states are usually driven by thermal energy and these materials showed the characteristic

pinch-point scattering and even an experimental first, evidence for quasiparticle magnetic

monopoles [136]. Quantum spin ice states, like Yb2Ti2O7, have also been subject to intense

scrutiny [39, 137, 138]. Yb2Ti2O7 was an ideal spin ice candidate as it has Seff = 1
2

moments
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across a highly frustrated pyrochlore sub-lattice. Studies on this material have shown it has

a continuum of spin excitations in INS, and the absence of a magnetic transition in magnetic

susceptibility measurements. However, Yb2Ti2O7 is very prone to compositional disorder

caused by different synthetic procedures and so off-stoichiometries, like site-mixing (referred

to as stuffed) or oxygen deficiencies, are a common occurrence. Measurements of the nuclear

coherent scattering of different samples show stark differences, which ultimately leads to a

range of distinct magnetic ground states [39].

1.6 Aims of Thesis

The principal aim of this thesis is to understand the interplay of correlated disorder on the

ground state selection of quantum materials. This will be achieved through synthesising

inorganic materials, and detailed structural and magnetic characterisation from both an

average and local perspective. Particular attention will be given to the technique of diffuse

magnetic neutron scattering and the analysis of data through RMC refinements.

This thesis is structured as follows. In Chapter 2, I will investigate a commonly

overlooked problem within the quantum materials community: the effect of synthesis on the

magnetic ground state properties. I will use the S = 1 cubic spinel, ZnV2O4 as a case study

and explore the structural and magnetic evolution of a traditionally prepared sintered sample

versus a rapidly prepared microwave sample. This work shows that a high quality sample

of powder ZnV2O4, prepared in just 12 minutes in a microwave, has comparable physical

behaviour to a single-crystal, whereas the sintered sample undergoes a structural distortion,

and I explain this in the context of strain. These differences in the chemical structure lead to

distinct magnetic ground states, that have been explored with magnetic susceptibility and

neutron scattering measurements.

In Chapter 3, I present a comprehensive neutron study on LiYbO2, which I find

51



Chapter 1: Introduction

is the first experimental realisation of a spiral spin liquid phase on an elongated diamond

lattice. This work is significant as it reveals that a highly sought-after magnetic ground

state, the spiral spin liquid, is experimentally achievable in a distorted diamond lattice. I

also simultaneously refine magnetic Bragg and diffuse magnetic neutron scattering features

in state-of-the-art RMC SPINVERT analysis.

In Chapter 4, I explore the local chemical and magnetic structure of the spin glass,

Mn0.5Fe0.5PS3, a layered honeycomb material with a chemical structure akin to graphene.

This work on one member of a topical family of van der Waals magnets highlights the im-

portance of considering the long-range ordered magnetic structures of the parent compounds

to understand the short-range structure of the mixed compound. This work includes high-

resolution neutron diffraction, DC magnetic susceptibility and diffuse neutron scattering on

powder and single crystal samples.

Finally, in Chapter 5, I conclude with some general observations and suggestions for

future work.

Publications arising from the Thesis

• Chapter 3

Experimental Evidence for the Spiral Spin Liquid in LiYbO2. J. N. Graham, N.

Qureshi, C. Ritter, P. Manuel, A. R. Wildes and L. Clark, Physical Review Letters

130, 166703 (2023).

• Chapter 4

Local nuclear and magnetic order in the two-dimensional spin glass Mn0.5Fe0.5PS3. J.

N. Graham, M. J. Coak, S. Son, E. Suard, J.-G. Park, L. Clark and A. R. Wildes,

Physical Review Materials 4, 084401 (2020).
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Chapter Two

Understanding Synthesis-Driven

Structure-Property Relationships in

ZnV2O4

2.1 Introduction

All scientists would agree that having a good sample is imperative to conducting a good

experiment. Aside from the standard criteria of a good sample being phase pure, reliable

to produce and scalable, a good sample is the one that shows the most exciting physics.

But what conclusions can be drawn if the fundamental physics of the material changes from

sample to sample? In chemistry, the number of possible steps and combinations of steps

for each reaction are nearly infinite. Therefore, the opportunity for small defects and subtle

differences in the chemical structure to arise are abundant. For materials displaying magnetic

frustration in which many degenerate ground states can co-exist, all it can take is one small

defect to push one ground state in favour of the rest, and thus change the way the story

ends. Given the complexity of the materials being explored, and the difficulty in receiving

beam time to repeat experiments at large scale facilities, the question becomes: how can we
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be sure the physics reported is intrinsic to that material, and not just an individual sample?

In recent years, there has been a drive to accelerate materials discovery by targeting

certain properties from first principles, and this requires a collective effort from the scientific

community. Theoreticians select the best candidates through chemical screening, chemists

are charged with making as many of these materials as possible and physicists characterise

the few that are pure, in the hope that one will produce interesting results. Naturally, for

chemists, the most important considerations in a reaction are time and effort. Traditional

solid-state methods with their long sintering times at high temperatures have become routine

[139]. But given the shift to a high-throughput approach and an awareness of the negative

impact on the environment that these reactions typically have, new synthetic methods are

necessary [140, 141]. One potential option is microwave synthesis [142]. Relatively cheap and

compact, the major benefit of microwave synthesis is the reaction time, which for inorganic

materials can be reduced from several days to a matter of minutes [143].

The general steps to microwave synthesis involve grinding together the reactants be-

fore pressing the powder into a pellet. Then the sample is sealed under an inert atmosphere

in a quartz tube. If the reactants are not susceptible to microwaves, this tube is then placed

within a crucible filled with a microwave susceptor, a material that couples to microwaves

at room-temperature and is highly absorbing, such as activated charcoal [142]. The role of

the suscpetor is to initiate a localised heating around the reactants, so that once the reac-

tants pass a critical temperature, they themselves become susceptible to microwaves and can

couple directly. Once coupled, a process known as thermal runaway occurs, where the tem-

perature continues to rise rapidly, and is mediated by two main heating mechanisms, dipolar

polarisation and conduction loss [144–146]. It is these mechanisms that mean the reaction

time can be significantly shortened. A high power cycle is used initially and once the desired

temperature is reached, the power can be reduced in order to control the reaction. After the

reaction is complete, the sample is left to cool naturally in the activated charcoal, then the

sample is recovered and reground for analysis. This method can be applied across a range
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Figure 2.1: a) At high temperatures, ZnV2O4 adopts the Fd3̄m normal spinel structure

where Zn2+ ions sit on the tetrahedrally co-ordidated A-site (orange), and V3+ ions occupy

the octahedral B-site positions (green), oxygen atoms are shown by the light green spheres.

b) Corner-sharing tetrahedra make up the vanadium pyrochlore sub-lattice. c) In many

powder samples, a compression along the c-axis leads to a tetragonal I41/amd structure at

low-temperatures. In this case, the V3+ octahedra distort, causing the orbital degeneracy to

be partially lifted [153, 155, 156].

of material classes including, but not limited to, metal oxides [147], intermetallics [148, 149]

and chalcogenides [150, 151]. Critics of the technique highlight the complexity of getting the

conditions "just right" and question the quality of the samples produced [152]. A general

assumption is that shorter reaction time equals a less crystalline material as the sample is not

given enough time to form its lowest energy periodic arrangement. Furthermore, changing

the synthesis method does not guarantee the same physical properties between samples, as

has been shown in numerous studies of quantum materials [39, 87, 131].

One particularly interesting material in which individual sample dependence is promi-

nent and the chemical and magnetic ground states appear to be deeply intertwined is the

S = 1 cubic spinel, ZnV2O4. All reports state that at high temperatures ZnV2O4 adopts

the normal cubic spinel structure, Fd3̄m [153, 154]. Here, the tetrahedral A-site position is
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Figure 2.2: Magnetic susceptibility measurements from previous studies. a) A traditionally

prepared solid-state sintered powder sample has two transitions, a discontinuity associated

with the structural transition, TS and a cusp describing the magnetic transition, TN [155].

b) A single-crystal prepared via chemical vapour transport has one transition which may

be associated with a spin glass, Tg [157]. c) Once the single-crystal is crushed two broad

transitions appear.

occupied by a non-magnetic ion, such as Zn2+, whilst the octahedral B-site position is occu-

pied by magnetic V3+ ions, which is shown in Fig. 2.1a) by the orange and green polyhedra,

respectively. ZnV2O4 is predicted to host an exotic magnetic ground state, as coupled with

the low S = 1 spin state, the vanadium ions are connected via a geometrically frustrated

pyrochlore sublattice (Fig. 2.1b)). This network is also subject to three-fold orbital degener-

acy, originating from the 3d2 electron configuration of the V3+ ions in the octahedral crystal

field (Fig. 1.4). However, this high-temperature chemical structure is the only aspect of

ZnV2O4 agreed within the literature.

In the case of powder samples, ZnV2O4 usually undergoes a cubic-tetragonal Jahn-

Teller distortion via a compression along the c-axis at TS ∼ 50 K (Fig. 2.1c)). This is

evidenced by peak splitting in diffraction measurements, which has been reported to be of

the order, c/
√
2a = 0.994 [153], and discontinuities in magnetic susceptibility data (Fig.
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2.2a) labelled II) [155]. As a consequence of this structural distortion, the vanadium octa-

hedra distort, relieving some of the geometric frustration (Fig. 1.5), and thus allows the

system to settle into a long-range ordered antiferromagnetic ground state at TN ∼ 40 K.

This is indicated by a characteristic cusp in magnetic susceptibility measurements [155],

and sometimes weak antiferromagnetic Bragg peaks in neutron diffraction [153, 158]. The

resulting magnetic structure has a k = (0 0 1) propagation vector, which is comprised of

antiferromagnetic spin chains along the a- and b- axes. These spin chains are then coupled

ferromagnetically along the c-axis [153, 154, 158]. The measured ordered magnetic moment,

µeff = 0.65(1) µB is significantly quenched from the expected moment for a S = 1 system

of µ = 2.83 µB [153]. It is theorised that this structural and magnetic behaviour is driven

by the orbital degeneracy of the system. Therefore, possible orbital ordering models, in

which spin-orbit couplings, along with electronic correlations, unquench the orbital moment

in order to stabilise long-range order, have been proposed to explain the experimental results

[159, 160].

Whilst this is the general behaviour for ZnV2O4 in powder form, the precise tem-

peratures of the TS and TN transitions in susceptibility measurements are known to vary

between samples [156, 161–163]. Additionally, large ZFC/FC splitting is observed, often at

temperatures much higher than TS and TN, which could suggest large exchange interactions

or magnetic clustering effects [155]. Furthermore, magnetic susceptibility data are found not

to follow the Curie-Weiss law, leading to large and unphysical θCW [155]. Coupled with the

presence of broad excitations up to at least 30 meV measured in a powder inelastic neutron

scattering study [158], these results indicate that the quantum fluctuations in ZnV2O4 are

very strong. Finally, long-range magnetic order has been confirmed only three times [153,

158, 161] with the observation of magnetic Bragg peaks in neutron diffraction, but due to

their weak nature, the magnetic structure was only solvable by assuming that ZnV2O4 has

the same magnetic structure as MgV2O4 [164, 165]. This combination of factors ultimately

makes determining the true magnetic ground state of ZnV2O4, and the mechanisms that
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drive this behaviour, challenging.

Because of the complexities surrounding measuring the magnetic ground state on a

powder sample of ZnV2O4, an attempt was made on a single-crystal [157]. This single-

crystal was grown via chemical vapour transport where powder was sealed under vacuum in

a quartz tube and heated for 5 weeks at 900 oC. Whilst multiple examples of powder samples

of ZnV2O4 exist, this single-crystal study by Ebbinghaus et al. is the only single-crystal of

ZnV2O4 reported to date. The authors of this work confirmed that at high temperatures the

single-crystal had the expected Fd3̄m cubic symmetry and that the crystal was well-ordered,

stoichiometric and had no site-mixing within the resolution of the instrument. In contrast

to powder studies, however, the magnetic susceptibility showed only one sharp feature at

11 K, below which the ZFC/FC measurements split, and so the authors attributed this

feature to a spin glass transition (Fig. 2.2b)). For a spin glass transition to occur, they

inferred that the single-crystal must remain highly frustrated and therefore cubic down to

the lowest temperatures. Curiously though, when the single-crystal was crushed, two broad

transitions appeared, T1 = 14 K and T2 = 20 K, which were attributed to the conventional

antiferromagnetic (TN) and structural (TS) transitions that are measured in sintered powder

samples of ZnV2O4 (Fig. 2.2c)). Ebbinghaus et al. concluded with two hypotheses to explain

these results:

1. Single-crystals are highly strained which prevents the structural distortion from occur-

ring. This strain is then released when the single-crystal is crushed.

2. Since the single-crystal was verified to be stoichiometric and of high-quality, sintered

powder samples must have inherent structural disorder which causes the structural

transition.

However, the conclusions surrounding this work are ambiguous since there are key experi-

mental results missing from the paper. For example, no low-temperature diffraction measure-
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ments exist on either the single-crystal or crushed sample to verify if the chemical structure

remains in the cubic symmetry or not. Furthermore, low-temperature neutron diffraction

is necessary to confirm the presence or absence of magnetic Bragg peaks which are needed

for determining the nature of the magnetic ground state. Finally, the defining experimen-

tal signature for a spin glass transition is a cusp with a frequency-dependent response in

AC susceptibility measurements [37]. This is required to confirm if the feature observed at

T = 11 K in the single-crystal DC susceptibility measurements is indeed that of a spin glass.

From these previous reports it is clear that the chemical and magnetic ground states

of ZnV2O4 are highly intertwined. Recently, it has become popular to try and capitalise on

these dependencies in order to tune the magnetic properties of ZnV2O4 via chemical doping.

This can take several different forms, but usually involves a change in the oxidation state of

some of the vanadium ions (V3+/V4+) which can introduce compositional disorder into the

system.

• An early example involved doping non-magnetic Li+ ions onto the A-site [155]. LiV2O4

is a particularly interesting material as it was the first known report of a heavy fermionic

state being found within a system with d-electrons [166–168]. Studies on a solid so-

lution of powder samples, LixZn1−xV2O4, have shown that when 0.1 ≤ x ≤ 0.8, the

cubic-tetragonal distortion is suppressed, and only a single cusp at 10 K in magnetic

susceptibility is observed. This is interpreted as a transition to a spin glass ground

state [155]. The cubic symmetry was confirmed in diffraction measurements down to

8 K for the x = 0.1 sample only.

• Similarly, the A-site has also been doped with non-magnetic Ga3+ across the solid

solution, ZnxGa1−xV2O4 [156]. Unlike ZnV2O4, GaV2O4 adopts a rhombohedral R3̄m

structure and undergoes a charge ordering at 415 K. However, with as little as 6 %

doping of Zn2+ ions into the structure, this charge ordering is suppressed and the

crystal symmetry returns to the cubic, Fd3̄m at room temperature. In DC magnetic
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susceptibility measurements, between 0.06 ≤ x ≤ 0.875, the cubic-tetragonal structural

distortion is suppressed which leads to the cusp (with varying transition temperature

depending on doping) attributed to the spin glass ground state appearing.

• Finally, magnetic Ni2+ ions have been doped over the range 0 ≤ x ≤ 0.2 in Zn1−xNixV2O4

[163]. Though targeting substitution of the A-site, Raman measurements showed ex-

tra phonon modes that were attributed to some cation disorder on both the A- and

B-sites. This was likely due to the similarity in the ionic charge and radius of Ni2+

and V3+ ions. The study found that when x was as little as 0.02, the cubic-tetragonal

structural distortion was suppressed and that the susceptibility had the appearance of

a spin glass.

Despite these claims, all of these studies are lacking conclusive proof of the nature of the mag-

netic ground state, as no AC measurements or investigations into the presence of magnetic

Bragg peaks are included in any of the reports [37, 155, 156, 163].

These previous experimental studies show that ZnV2O4 is a highly complex material

where a consensus over the true nature of the chemical and magnetic ground states is still

unknown. Doping ZnV2O4 with other ions has shown that the ground state is highly sensitive

to disorder with substitutions of just a few percent being able to completely transform the

chemical and magnetic properties. I now ask the question, what if the same principle applies

to pure ZnV2O4? That disorder on a local scale is responsible for the different behaviours

seen, and if this disorder can be parameterised, then would it be possible to select the

magnetic ground state by targeting certain defects during the synthesis?

One way to test this hypothesis is to make a series of powder samples of ZnV2O4

via different synthetic routes and then characterise them side-by-side to allow for a direct

comparison. Traditionally, powder ZnV2O4 is synthesised by solid-state methods in which

stoichiometric quantities of ZnO, V and V2O3 (prepared via reducing V2O5 under flowing

H2 at 900 oC) are ground together. The powder is then pelletised and sealed under vacuum
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to control the oxidation state of V3+ ions before being fired at 650-900 oC for duration’s

ranging from 2 days to several weeks [155, 156]. Given the involved synthesis and long

sintering times, this is an ideal opportunity to test the rapid microwave synthesis method as

an alternative synthetic procedure for producing quantum materials. In this chapter I will

explore how synthesis affects the chemical and magnetic ground state selection of ZnV2O4

through a combination of average and local structure determination on two powder samples

of ZnV2O4. This will be achieved using high-resolution neutron and X-ray diffraction, PDF

analysis, magnetic susceptibility and diffuse magnetic neutron scattering. The main aim of

this chapter is to understand what drives the ground state selection in ZnV2O4, both within

this study and across the wider context of the literature.

2.2 Experimental Methods

2.2.1 Synthesis

Powder samples of ZnV2O4 were prepared via two different methods: a conventional high-

temperature sintering route (sintered) and a novel rapidly prepared microwave assisted route

[142]. For the sintered sample, stoichiometric quantities of ZnO (99.999%, Sigma Aldrich)

and V2O3 (99.99%, Sigma Aldrich) were combined and ground in a ball mill with isoproponal

for 24 hours. Ball milling the sample was selected to significantly reduce the firing time

previously required [153, 155] and increase homogeneity between the batches. The solution

was dried on a hotplate, and the resultant powder was pressed into 1 g pellets, and sealed

under vacuum in quartz tubes to a pressure of 10−7 mbar. Although neither the reactants

or product were air sensitive, sealing the tubes under vacuum was necessary to prevent

unwanted oxidation of V3+ to V5+. The sealed tubes were fired at 800 oC for 24 hours, and

slowly cooled back to room temperature before being hand ground into a fine black powder.

Some samples had small V2O3 impurities present, in these cases additional ZnO powder was
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hand ground into the sample, the powders were pelletised and resealed as before, and fired

for an additional 12 hours at 800 oC. The total mass of the sample was ∼ 9 g.

The microwave sample was prepared by Dr. Joya Cooley in the Department of Chem-

istry and Biochemistry at the University of California Santa Barbara, USA. Stoichiometric

quantities of ZnO (99.999%, Sigma Aldrich) and V2O3 (99.99%, Sigma Aldrich) were ground

by hand in a mortar and pestle for 10 minutes. The resulting powder was pressed into pellets

of ∼ 400 mg and sealed under vacuum in a quartz tube. The tube was then placed within

a crucible filled with activated charcoal [142]. The sample was then heated in a Panasonic

NN-SN651B 1200 W microwave on power level 3 (360 W) for 12 minutes. After heating,

the charcoal temperature was measured to be approximately 740 oC with a physical K-type

thermocouple probe. The tube was left to cool naturally to room temperature, after which

the sample was recovered and ground into a fine black powder. The total mass of the sample

was ∼ 2 g made from smaller batches. This method was reproducible within the setup at

UCSB.

2.2.2 Powder Neutron Diffraction

2.2.2.1 HRPD

Time-of-flight neutron powder diffraction (NPD) data were collected on the high-resolution

powder diffractometer, HRPD [169] at the ISIS Neutron and Muon Source. 2 g of the mi-

crowave sample was measured in a flat-plate vanadium-windowed sample container between

10 K and 120 K in 10 K steps. In the same configuration, 8 g of the sintered sample was

measured at 10 K, 20 K, 30 K, 40 K and 100 K. Raw data can be accessed via links provided

in Ref. [170].
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2.2.2.2 WISH

Time-of-flight neutron powder diffraction data were collected on the long-wavelength WISH

diffractometer at the ISIS Neutron and Muon Source. 1.8 g of the microwave and 5.6 g

of the sintered samples were contained in cylindrical aluminium cans. Measurements were

made in an orange cryostat at 1.5 K, 25 K, 50 K and 80 K. The instrumental resolution was

determined via Rietveld refinement of the Na2Ca3Al2F14 standard. Absorption corrections

were applied during the data reduction on Mantid. Data were converted to absolute units

according to Eq. 1.19. Rietveld refinements of the chemical and magnetic structures were

completed using the Fullprof program [105]. Raw data can be accessed via Ref. [171].

2.2.2.3 D20

Constant wavelength neutron powder diffraction data were collected on the high-flux D20

diffractometer [172] at the Institut Laue-Langevin. The incident wavelength was λ = 1.3 Å

selected by a Cu(200) monochromator, allowing the scattering to be measured over an an-

gular range of 10 < 2θ < 160 o. 7.75 g of the sintered sample was contained in a 12 mm

vanadium sample can and a liquid helium cryofurnace was used for the temperature control.

Data were measured at 1.5 K, 25 K, 80 K, 150 K, 300 K, 450 K and 520 K. Refinements of

the chemical structure were completed using the Fullprof program [105]. Data were con-

verted to absolute units according to Eq. 1.18. Temperature subtractions were completed

with 520 K defined as the paramagnetic temperature. Subtracted data were modelled using

SPINVERT and SPINCORREL [119, 120]. Raw data can be accessed via links in the following

Ref. [173].
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2.2.2.4 D7

Diffuse neutron scattering measurements were measured on the polarised diffuse scattering

diffractometer, D7 [112] the Institut Laue-Langevin. The incident neutron wavelength was

λ = 4.87 Å, giving a reciprocal space range in both cases of 0.15 < Q < 2.5 Å−1. For the

sintered sample, 8 g of sample was measured at 1.5 K, 25 K, 50 K and 300 K, and 2 g

of the microwave sample was measured at 1.5 K only. The technique of xyz-polarisation

analysis was used to separate out the nuclear-coherent (NC), magnetic and nuclear-spin-

incoherent (NSI) contributions of the scattering. Full calibration measurements included

measurements of an empty and cadmium-filled sample can to estimate the instrumental

background, a quartz standard to correct for polarisation inefficiencies and a vanadium

standard to normalise the detector efficiencies. Data were placed on an absolute intensity

scale (with units b/ster./f.u.) by normalising to the incoherent scattering from the vanadium

standard. The normalisation process was verified through Rietveld refinement of the NC

cross-sections using Fullprof [105]. Due to the low sample mass of the microwave sample,

background corrections had to be removed from the data reduction in order to isolate the

magnetic contribution correctly. Full background subtractions were made for the sintered

sample. Magnetic diffuse scattering data were analysed using RMC methods on the programs

SPINVERT and SPINCORREL [119, 120]. SPINVERT calculations were repeated 10 times to

average out statistical noise. Raw data can be accessed via links provided in the following

references [174, 175].

2.2.3 Powder X-ray Diffraction

Powder X-ray diffraction (PXRD) data were collected on the high-resolution ID22 beamline

at the European Synchrotron Radiation Facility (ESRF). Samples were packed into 1 mm

borosilicate glass capillaries and attached to brass holders with grease. The samples were

cooled using a helium cryostream, and thus the capillary left open to allow for proper gas
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exchange. Data were collected using an Eiger 2 X CdTe 2M-W detector with nine Si(111)

analyser crystals. The incident X-ray energy was 35 keV, with a calibrated wavelength, λ =

0.354195 Å. Calibration measurements of a Si standard were measured, and the instrument

resolution determined via Rietveld analysis of this standard on Fullprof [105]. Data were

measured in regular intervals of 2 K between 4 K and 55 K, 5 K steps between 60 K and

100 K and 50 K steps between 150 K and 300 K. Raw data can be accessed via links

provided in Ref. [176]. Combined neutron and X-ray refinements of the chemical structural

were completed using physical size and strain analysis as applied on Fullprof and outlined

in the introduction using the Stokes and Wilson formalism [111].

2.2.4 Total X-ray Scattering

X-ray total scattering measurements on both samples were conducted on ID22. Samples were

packed into 1 mm borosilicate glass capillaries and cooled using a helium cryostream. Data

were collected using a PerkinElmer XRD1611 2D detector to access the high-Q scattering.

The incident X-ray energy was 70 keV, with a calibrated wavelength, λ = 0.1771189 Å. A

calibration standard of LaB6 standard was measured. Refinements of the ZnV2O4 samples

between the two ID22 data sets showed good agreement, indicating both experimental set-

ups were calibrated correctly. Data were measured in regular intervals between 4 K and

300 K for the sintered sample, and 7 K and 300 K for the microwave sample. The total

integrated data were averaged over multiple runs of 200× 0.3 s exposures. Full background

measurements of an empty 1 mm capillary were measured at regular intervals. PDFGETX3

was used to make the background corrections to the patterns, convert the integrated data to

structure functions, S(Q), and transform the data to PDFs, g(r). Data were measured up

to Q = 27.5 Å−1, and for both samples a correction associated with the maximum frequency

in F (Q), rpoly = 1.73, was applied. Fits of the PDFs were conducted using PDFGUI, with the

average structure refined over a 1.5 to 50 Å range, and the local structure probed in 10 Å
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sections via the carbox method. Raw data can be accessed via links provided in Ref. [177].

2.2.5 Magnetometry

DC susceptibility measurements of both the sintered and microwave samples were conducted

in on a MPMS3 SQUID magnetometer, Quantum Design at the Midlands MagLab, Univer-

sity of Birmingham. The powder sample was packed into a capsule, and sealed with an epoxy

grease. A full zero-field cooled (ZFC) and field cooled (FC) cycle was collected at 0.01 T

over a range of 2 K to 300 K. Data were collected in a variable applied magnetic field (2.5 -

25 mT) in a ZFC measurement over a temperature range of 2 K to 100 K. After each field

step, the sample was warmed to 200 K to eliminate any remnant magnetism.

AC susceptibility measurements were collected by Dr Ross Stewart for both the sin-

tered and microwave samples, and were conducted in on a MPMS3 SQUID magnetometer,

Quantum Design at the Midlands MagLab, University of Birmingham. A niobium standard

was used to check the calibration of the instrument. Data were measured over a range of 2

- 70 K for the applied AC driving frequencies, ωAC = 3, 11, 33, 105, 330, 660, 990 Hz, with an

applied field, HAC of 10 Oe, aside from 660 Hz (HAC = 4 Oe) and 990 Hz (HAC = 0.5 Oe).

The measurement time and number of cycles were adjusted according to the signal strength.

2.3 Results and Discussion

2.3.1 Average Chemical Structure

To summarise the key findings from the average structure refinements, both the microwave

and sintered samples adopt the normal cubic spinel structure, Fd3̄m, at high-temperatures.

From previous investigations into powder samples, it is expected that a structural distortion
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Figure 2.3: ID22 data showing the (8 0 0) reflection for the a) microwave and b) sintered

samples at 100 K and 10 K. This peak should show characteristic peak splitting following

the distortion, which is seen for the sintered sample but not for the microwave.

to the tetragonal I41/amd structure occurs via a compression along the c-axis below 50 K

[153, 155, 156]. This would be observable through peak splitting of the (800) reflection at

Q = 5.99 Å−1, for example. The (800) reflection is shown in Fig. 2.3 for the a) microwave

and b) sintered samples, respectively. Extraordinarily, the absence of any change in size or

shape of this reflection in the microwave sample provides evidence that this sample remains

in the cubic Fd3̄m phase down to 4 K. This is remarkable. The microwave sample is the

first powder sample of ZnV2O4 that has been confirmed to remain in the cubic symmetry

down to low temperatures. In contrast, the (800) reflection in the sintered sample shows a

clear splitting below 35 K as the cubic structure undergoes a global elongation along the

c-axis. This is unusual. The sintered sample is the first known ZnV2O4 sample to undergo

an elongation as oppose to a compression along the c-axis.

Experimental evidence for this structural behaviour is detailed in the following sec-

tions. Physical size and strain analysis has been conducted on the samples using the method

outlined by Stokes and Wilson [111]. Details of the combined ID22 and HRPD refinements

at 100 K can found below, which were used as a normalisation basis so that all param-
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eters, aside from lattice parameters and isotropic thermal parameters, Biso, were fixed in

subsequent refinements.

2.3.1.1 Microwave Sample

Figure 2.4 shows the combined Rietveld refinement of the cubic Fd3̄m model against high-

resolution synchrotron X-ray data from ID22 (Rwp = 15.5 %, χ2 = 37.5) and neutron powder

diffraction (NPD) data from HRPD (Rwp = 13.6 %, χ2 = 2.29) of the microwave sample

at 100 K. A non-stoichiometric VO2 impurity is present and accounts for 12 % of the total

sample volume (grey tickmarks). At 10 K, the same cubic Fd3̄m model was used and gave

comparable quality of fit parameters, Rwp = 15.6 %, χ2 = 37.86 for ID22 and Rwp = 14.7 %,

χ2 = 3.92 for HRPD (Fig. 2.5). The only parameters refined between the temperatures were

the lattice parameter and Biso, verifying that no structural phase transition occurs in the

microwave sample (Appendix Fig. 2.18). A summary of the refined structural parameters at

10 K can be found in Table 2.1. No site mixing or off-stoichiometries were resolvable within

the resolution of the instruments.

Atom Site x y z Biso (Å2)

Zn 8a 0.125 0.125 0.125 0.295(5)

V 16d 0.5 0.5 0.5 0.236(4)

O 32e 0.26025(7) 0.26025(7) 0.26025(7) 0.40(1)

Table 2.1: Refined average chemical structure parameters for the cubic Fd3̄m model fitted to

synchrotron and NPD data collected for the microwave sample at 10 K on ID22 and HRPD.

Refined lattice parameter is c = 8.39642(1) Å.
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Figure 2.4: Combined Rietveld refinements of the microwave sample measured at 100 K.

a) ID22, Rwp = 15.5 %, χ2 = 37.5, b) HRPD, Rwp = 13.6 %, χ2 = 2.29. The microwave

sample was fit to the cubic Fd3̄m structure at all temperatures (orange tickmarks) and a

non-stoichiometric VO2 impurity (grey tickmarks, 12 % of total sample volume). Refined

lattice parameter, c = 8.3980(1) Å. Rietveld fit of three key peaks from ID22, c) (4 2 2), d)

(8 0 0) and e) (11 5 3).

69



Chapter 2: ZnV2O4

3 6 9 1 2

3 6 9 1 2

3 . 6 6 3 . 6 7

5 . 9 7 6 . 0 0

9 . 3 0 9 . 3 3

Int
en

sity
 (a

rb.
 un

its)

I D 2 2
 1 0  K
 C a l c u l a t e d
 D i f f e r e n c e
 F d 3 m
 V O 2

H R P D

5 . 9 6 5 . 9 8 6 . 0 0

1 0 0  K
1 0  K

a )

b )

Int
en

sity
 (a

rb.
 un

its)

Q  ( A - 1 )

c )

d )

e )
5 . 9 6 5 . 9 8 6 . 0 0

1 0 0  K
1 0  K

Int
en

sity
 (a

.u) ( 4  2  2 )

( 8  0  0 )

( 1 1  5  3 )
Int

en
sity

 (a
.u)

Int
en

sity
 (a

.u)

Q  ( A - 1 )

Figure 2.5: Combined Rietveld refinement of the microwave sample measured at 10 K. a)

ID22, Rwp = 15.6 %, χ2 = 37.86, b) HRPD, Rwp = 14.7 %, χ2 = 3.92. The microwave

sample was fit to the cubic Fd3̄m structure at all temperatures (orange tickmarks) and a

non-stoichiometric VO2 impurity (grey tickmarks, 12 % of total sample volume). Refined

lattice parameter, c = 8.39642(1) Å. Insets on each panel show the temperature evolution of

the (800) reflection for the instrument. Rietveld fit of three key peaks from ID22, c) (4 2 2),

d) (8 0 0) and e) (11 5 3).
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2.3.1.2 Sintered Sample: High-Temperature Cubic Phase

The sintered sample also adopts the cubic Fd3̄m structure at high-temperatures. However,

whilst in the parent cubic phase, the Bragg peaks from the sintered sample were found to

be inherently broad. With the resolution afforded by ID22, a clear shoulder can be seen

on the (13 5 5) reflection (inset Fig. 2.6a)), demonstrating that a distribution of lattice

parameters are present within the phase. One way to model this shoulder is to use two cubic

Fd3̄m phases in the Rietveld analysis with different lattice parameters. Physically, this may

arise from small deviations in the sample stoichiometry from the different batches that were

combined during the sample preparation. All other structural parameters, such as oxygen co-

ordinates, Biso and peak widths, are coupled during the fit across the two cubic phases. The

results of a combined ID22 (Rwp = 10.4 %, χ2 = 20.9) and HRPD (Rwp = 11.3 %, χ2 = 2.65)

refinement are shown in the Appendix (Fig. 2.19a) and b), respectively), and fit the data

very well. The refined lattice parameters were a1 = 8.39729(2) Å and a2 = 8.40053(1) Å

which were split in a 0.3 : 0.7 ratio, respectively.

To return to a single cubic phase model, the weighted average of the refined lattice

parameters was taken, giving the average lattice parameter, aave = 8.400(2) Å. Figure 2.6

shows the combined refinement of the cubic Fd3̄m model where aave was fixed against data

from ID22 (Rwp = 12.4 %, χ2 = 22.6) and HRPD (Rwp = 13.1 %, χ2 = 3.63) of the sintered

sample at 100 K. Although, the asymmetry of the peaks is lost in this model, fixing the

lattice parameter ensured that results from subsequent refinements would be comparable.

A summary of the refined parameters for the sintered sample at 100 K can be found in

Table 2.2. No site mixing or off-stoichiometries were resolvable within the resolution of the

instruments.
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Figure 2.6: Combined Rietveld refinement of the sintered sample measured at 100 K. a)

ID22, Rwp = 10.4 %, χ2 = 20.9, b) HRPD, Rwp = 11.3 %, χ2 = 2.65. The weighted average

lattice parameter, aave = 8.400(2) Å was fixed for this single phase refinement. Insets show

the (13 5 5) reflection for the microwave (orange) and sintered (green) samples, where a clear

shoulder can be seen in the sintered sample in a). Rietveld fit of three key peaks from ID22,

c) (4 2 2), d) (8 0 0) and e) (11 5 3).
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Atom Site x y z Biso (Å2)

Zn 8a 0.125 0.125 0.125 0.312(4)

V 16d 0.5 0.5 0.5 0.235(4)

O 32e 0.26023(5) 0.26023(5) 0.26023(5) 0.43(1)

Table 2.2: Refined average chemical structure parameters for the cubic Fd3̄m model fitted

to synchrotron and NPD data collected for the sintered sample at 100 K on ID22 and HRPD.

Weighted average lattice parameter is c = 8.400(2) Å.

2.3.1.3 Sintered Sample: Low-Temperature Distorted Phase

Below 35 K, a gradual phase transition occurs and was tracked in regular intervals on ID22

down to 4 K. At no point does the peak intensity plateau, indicating that the transition is

still ongoing at 4 K. Previous studies of powder ZnV2O4 concluded that the experimental

low-temperature structure has a compression along the tetragonal c-axis to the I41/amd

structure, with an axial compression of the order of c/
√
2a = 0.994 [153]. A fit of this

structure was attempted in a combined ID22 and HRPD refinement at 10 K and yielded poor

quality of fit parameters, Rwp = 25.5 %, χ2 = 30.3 for ID22 and Rwp = 19.9 %, χ2 = 38.2

for HRPD (Appendix Fig. 2.20). The lattice parameters refined to a = 5.94035(1) Å and

c = 8.39287(2) Å, giving an axial compression, c
√
2a of just 0.9990. Figure 2.7 shows that

on further inspection of the peaks there are additional issues. Most notably, the (8 0 0)

reflection at Q = 5.99 Å−1, which clearly splits following the transition, has the intensity in

the Rietveld fit inverted in comparison to the experimental data.

It is therefore clear that the sintered sample adopts a different low-temperature struc-

ture to that reported in the literature. An exhaustive search for potential lower symmetry

space groups was completed using ISODISTORT [178, 179] from the parent cubic phase. In

total, 10 candidates were identified, including 6 tetragonal models. Each of these structures

were fit to the 10 K data, and showed that whilst the tetragonal models fit best, they were in-
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Figure 2.7: Rietveld refinement of three tetragonal models for the sintered sample across

three key peaks; a) I41/amd model with a compression along the c-axis, c =
√
2a = 0.9990,

b) I41/amd model with an elongation along the c-axis, c/
√
2a = 1.0012, and c) two tetragonal

I41/amd models giving a global elongation along the c-axis, c/
√
2a = 1.001, but locally a

mixture of compression and elongation. Peaks shown are the (4 2 2) at Q = 3.665 Å−1 in

column 1, (8 0 0) at Q = 5.99 Å−1 in column 2 and (11 5 3) at Q = 9.32 Å−1 in column 3

from data measured at 10 K on ID22.
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distinguishable from each other (Appendix Table 2.6). A key finding however, is that all the

tetragonal models elongate along the c-axis, with an axial elongation of c/
√
2a = 1.0012(2).

An example of one of these tetragonal structures is shown in the Appendix Fig. 2.21, with

key peaks in the second row of Fig. 2.7. The quality of fit parameters, Rwp = 22.4 %,

χ2 = 23.5 for ID22 and Rwp = 17.0 %, χ2 = 28.1 for HRPD are an improvement on the

compression model. In particular, the (8 0 0) reflection now has the Rietveld-refined inten-

sity matching the data, but this model still fails to capture the broad and diffuse tails of the

data.

Returning to the findings at 100 K, where a distribution of lattice parameters were

required to adequately describe the peak shape, it is not unreasonable to assume that this

still applies following the phase transition. A double tetragonal I41/amd refinement is shown

in Fig. 2.8 and has fit parameters, Rwp = 18.6 %, χ2 = 16.3 for ID22 and Rwp = 14.1 %, χ2 =

19.4 for HRPD, a significant improvement on the previous models. For the first time, the

diffuse features of the peaks are beginning to be fit (third row of Fig. 2.7). Interestingly, this

model describes a portion of the sample compressing and a portion elongating simultaneously,

split into a 0.4 : 0.6 ratio, respectively. The weighted average of these distortions gives a

global axial elongation of c/
√
2a = 1.0010(3), which is consistent with the best fit of a single

phase model. A summary of the refined parameters can be found in Table 2.3. Ultimately,

it is challenging to go further and definitively determine the low-temperature space group

Atom Site x y z Biso (Å2)

Zn 8a 0 0.75 0.125 0.316(9)

V 16d 0 0 0.5 0.260(8)

O 32e 0 0.02123(4) 0.25979(6) 0.43(1)

Table 2.3: Refined average chemical structure parameters for the elongated tetragonal

I41/amd model fitted to synchrotron and NPD data collected for the sintered sample at

10 K on ID22 and HRPD. Weighted average axial elongation, c/
√
2a = 1.0010(3).
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Figure 2.8: Combined Rietveld refinement of the sintered sample measured at 10 K. a) ID22,

Rwp = 18.6 %, χ2 = 16.3, b) HRPD, Rwp = 14.1 %, χ2 = 19.4. The sintered sample was

fit with two tetragonal I41/amd structures (green tickmarks) with an overall global axial

elongation of c/
√
2a = 1.0010(3). Insets on each panel show the temperature evolution of

the (800) reflection for the instrument. Rietveld fit of three key peaks from ID22, c) (4 2 2),

d) (8 0 0) and e) (11 5 3).
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for the sintered sample due to the subtlety of the transition, the spread in lattice parameters

and the peak shapes.

2.3.1.4 Size and Strain Analysis

Size and strain of the ZnV2O4 samples was refined according to the Stokes and Wilson

formalism [111] and described in the introduction. All size and strain parameters were

highly constrained and refined isotropically. Anisotropic parameters did not increase the

quality of the fit. The results are given in Table 2.4, where the sintered sample is over 2.5 ×

more strained than the microwave sample. The presence of increased strain in the sintered

sample is a key conclusion to this study. Strain is the only parameter in the structural

analysis which has been found to have a positive impact on improving the quality of fit and

marks a significant difference between the two samples physical composition.

Sample Apparent size (Å) Max-Strain (×10−4)

Microwave 4575(8) 1.894(2)

Sintered 2672(5) 4.590(8)

Table 2.4: Results from size and strain analysis of the two samples from Fullprof.

2.3.1.5 Limitations of Average Structure Analysis

These comprehensive combined neutron and X-ray refinements reveal key conclusions about

the average structures of the microwave and sintered ZnV2O4 samples. Namely, the mi-

crowave sample remains cubic down to 4 K but the sintered sample undergoes a structural

distortion to an elongated tetragonal structure below 35 K. Both of these are unique con-

clusions about the structural behaviour for powder samples of ZnV2O4 in comparison to

the literature. However, these refinements leave open some important questions about the
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Figure 2.9: X-ray ID22 (left) and neutron HRPD (right) data at 100 K. Closer inspection

of the base of the ID22 data shows diffuse scattering is present in both samples and is not

captured in the average structure model. The same diffuse scattering is not present in the

HRPD neutron data. In all figures data is shown by the orange and green markers for

the microwave and sintered samples, respectively, grey markers are (trace) impurities, black

tickmarks for ZnV2O4 reflections and the grey line for the fit (of ZnV2O4 phase only). Scale

is shown as a fraction of the most intense peak.

mechanisms that drive these diverging low-temperature behaviours. It was found that the

sintered sample was over 2.5 × more strained than the microwave sample. Strain is an um-

brella term that encompasses any deviation from the regular crystalline lattice of which, in

real materials, there are many potential sources. However, common strain contributors, such

as site mixing, off-stoichiometries and additional anisotropy on the thermal parameters, did

not improve the quality of the fit.

Moreover, there are elements of the data in both samples that can not be explained

fully by the average structure model. In the sintered sample, the low-temperature data

have unusual peak shapes, which are beginning to be modelled when considering different

distortions to the tetragonal structure simultaneously. Additionally, by looking very closely

at the base of the peaks in Fig. 2.9, there is significant diffuse scattering in the ID22 data
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for both samples which is not captured in the average structure refinement at all. More

remarkably considering the distinct low-temperature structures, at 100 K the size and shape

of this diffuse scattering is almost identical between the two samples. Conversely, a similar

look at the HRPD data shows no sign of any diffuse scattering in either sample around the

peak base, suggesting that if disorder is present it will be V-based. Together, these results

indicate that to fully understand the structural behaviour of ZnV2O4, a detailed look into

the chemical structure from a local perspective is required.

2.3.2 Local Chemical Structure

An average structure refinement over a 50 Å range of ID22 X-ray PDF data is shown in Fig.

2.10 for the a) microwave and b) sintered samples at 100 K. Both experimental PDFs were fit

with the cubic Fd3̄m structure, which has good agreement with the data, Rwp = 13.01 % for

the microwave sample and Rwp = 13.00 % for the sintered sample. A comparison between the

difference curves can be seen in Fig. 2.10c) which reveals a distinct oscillation. Curiously,

the difference curves are nearly identical between the microwave and sintered samples at

100 K. This oscillation reflects that the correlation length of both samples is the same and

has a period of r = 23 Å, or ∼ 3 crystallographic unit cells in length.

To explore if the oscillation was due to a certain type of correlated disorder, the local

structure was probed via the carbox method with a 10 Å box, moved every 2 Å. All lower

symmetry structures determined by ISODISTORT were fit against the data, however, for both

samples, the results were overcorrelated and the lattice parameters returned to cubic each

time. Then, in the Fd3̄m symmetry, atoms were displaced off their ideal Wykcoff position,

but again, both samples returned all atoms to their ideal positions. The only parameter

which was found to vary, and improve the fit, was the vanadium isothermal parameter, V-

Uiso. Figure 2.11 interestingly reveals that this parameter also has an oscillatory dependence,

with exactly the same periodicity (23 Å), as found in the difference curve in Fig. 2.10c).
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Figure 2.10: X-ray PDF fits of the average cubic Fd3̄m structure for the a) microwave and b)

sintered samples at 100 K. c) Comparison of difference curves at 100 K are nearly identical

between the samples and show a distinct oscillation with correlation length, r = 23 Å.

Dashed line added as a guide to the eye.
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Figure 2.11: Results from refinement of only V-Uiso via the carbox method (10 Å range,

centred every 2 Å). Both samples show a distinct oscillation which has the same period as

the difference curve in Fig. 2.10c). Dashed lines show the average V-Uiso value from the fit

over the 50 Å range.

Since no other lower symmetry spacegroups, with allowed vanadium disorder, improve the

quality of the fit in the PDF refinement, it can be concluded that this vanadium disorder is

very small, and outside the resolution of these current experiments.

Similarly, the same procedure was completed for the low-temperature data collected

at 7 K. The microwave sample was best fit over the average length scale by the cubic Fd3̄m

structure (Fig. 2.12a)), and the sintered by a tetragonal structure, such as I41/amd, with

axial elongation of c/
√
2a = 1.0038 (Fig. 2.12b)). These results mirror the findings of the

Reitveld analysis. Figure 2.12c) shows that at low-temperatures, both samples have the

same correlation length (23 Å) as at high-temperatures, as the same oscillating difference

curve is present. Investigations into local distortions all converged on the same results as at

100 K, with only the vanadium Uiso having any significant dependence.

This PDF analysis has shown that at 100 K on local, medium and average length

scales the ZnV2O4 samples are cubic. Clearly, there is disorder present, as the difference
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Figure 2.12: X-ray PDF fits of the average structures for the a) microwave sample with the

cubic Fd3̄m structure and b) sintered sample with the tetragonal I41/amd structure at 7 K.

c) Comparison of difference curves at 7 K are nearly identical between the samples, and at

100 K, and show a distinct oscillation with correlation length, r = 23 Å. Dashed line added

as a guide to the eye.
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curves have an oscillating waveform, with a correlation length, that is unchanged between

samples and temperatures, of r = 23 Å. However, this disorder is very small and most likely

occurs from correlated displacement of vanadium sites as indicated by the refinement of

Uiso in Fig. 2.11. The most important finding from these results is that because the same

behaviour is seen in both samples, the disorder within ZnV2O4 is intrinsic to the material,

and therefore synthesis independent. Thus, vanadium disorder does not drive the structural

behaviour observed at low-temperatures.

It therefore remains that the key difference between the samples is the amount of

strain present in the system, and this likely drives the evolution of the structure at low-

temperatures. The next question to ask is: how do these distinct chemical structures affect

the magnetic properties of the system? This question will be explored in the following

section.

2.3.3 Magnetic Susceptibility

2.3.3.1 DC Susceptibility

Figure 2.13 shows the powder DC magnetic susceptibility data for the a) sintered and b)

powder samples in a 0.01 T applied magnetic field. A first observation is that the suscep-

tibilities are quite different between the two samples. Firstly, in the sintered sample there

are two very broad features, peaked at T1 = 12 K, and T2 ∼ 45 K. Though these are similar

to the magnetic and structural transitions commonly observed for powdered ZnV2O4 sam-

ples, it should be noted that the feature at T2 does not have the sharp discontinuity that

is normally measured and associated with the structural distortion (Fig. 2.2a) [155]). On

the other hand, the microwave sample has one sharp feature peaked at T1 = 11 K which

is reminiscent of the single-crystal study shown in Fig. 2.2b) [157]. The difference between

ZFC and FC measurements is large in both cases, and splits at higher temperatures than
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Figure 2.13: DC powder magnetic susceptibility, χ (green circles) and its inverse, χ−1 (or-

ange triangles) for the a) sintered and b) microwave ZnV2O4 samples measured in a 0.01 T

magnetic field. In both figures, closed and open markers represent ZFC and FC measure-

ments, respectively. Curie-Weiss fits (solid brown lines) were conducted over a range of 100

to 300 K on the ZFC measurement. Inserts show the inverse of the derivative, δT
δχ

, which is

not constant as a function of temperature at any point.

the observed transitions. This suggests that the T1 features are unlikely to describe a spin

glass transition [37].

The data have been fit between 100 K and 300 K with the Curie-Weiss law (Eq. 1.2).

A summary of the results from a Curie-Weiss fit can be found in Table 2.5. Though the
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Sample θCW (K) C (emu K mol−1) µeff (µB/V)

Sintered −714(7) 1.32(1) 3.25(1)

Microwave −534(1) 1.19(1) 3.09(2)

Table 2.5: Results from the Curie-Weiss fit of powder ZnV2O4 susceptibility data for the

sintered and microwave samples. θCW is the Weiss constant, C is the Curie constant and µeff

is the effective magnetic moment.

results are similar to previously reported Curie-Weiss analyses of powder ZnV2O4 [153–156],

in this study it is believed these values are likely unphysical due to the large energy scale

for the extracted Weiss constant. A Curie-Weiss fit should be conducted when the sample

is in its paramagnetic regime, which is identifiable when the inverse of the derivative, δT
δχ

,

is constant as a function of temperature. As can be seen in the inserts of Fig. 2.13, at no

point in either sample does the inverse derivative become constant below 300 K. Attempts

at measuring the magnetic susceptibility to higher temperatures were unsuccessful, with the

susceptibility remaining non-linear up to 1000 K (Appendix Fig. 2.22). This may be because

ZnV2O4 lies close to the metal-insulator transition which is often not suitable for Curie-Weiss

analysis due to the non-linearity of the susceptibility [180–182].

Identifying the transition temperatures is not trivial for these samples. As can be

seen in Fig. 2.14a) and b), for the microwave and sintered samples respectively, a curious

χ dependence with small applied magnetic fields was measured. It can be seen that over

this range (2.5 mT to 25 mT), the DC susceptibility of both samples has a strong magnetic

response and reveals new features. Hinted at in Fig. 2.13b), a shoulder on the microwave

sample at around 25 K becomes evident at lower applied magnetic fields. This is interesting,

as the broad features in ZnV2O4 susceptibility are generally associated with structural be-

haviour. However, since the microwave sample has been confirmed to remain cubic down to

4 K, this feature must describe something else. By taking the derivative of the susceptibility,

further weak oscillations, representing changes in the gradient of χ, can be seen in the data,
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labelled T2 - T4 in Fig. 2.14c). In contrast, the sintered sample shows the two broad features,

with T2 flattening out with increasing field strengths. In the derivative, an interesting change

in slope is observed at ∼ 60 K, which is independent of field and indicates the onset of the

T2 feature.

The transition temperatures are summarised in Figs. 2.14e) and f) for the microwave

and sintered samples respectively. T1 was extracted when the derivative curve passed zero on

the x-axis. T1 was found to be field independent within error for the microwave sample, and

slightly field dependent at low fields (< 8 mT) for the sintered sample. Since not all of the

T2-T4 derivatives passed zero, the T2 - T4 features were extracted by fitting a Gaussian peak

to each feature in the derivative, with the peak centre defined as the transition temperature.

When a Gaussian could not be well fit to the data, the transition temperature is not quoted.

Despite the different transition temperatures, the transitions between the samples largely

follow the same trends and appear to plateau from 10 mT onwards.

2.3.3.2 AC Susceptibility

In addition to the DC measurements, AC susceptibility data are presented in Fig. 2.15, with

both the real, χ′ and imaginary, χ′′, contributions viewed on a broken scale. In contrast

to the DC measurements, a first observation is that the AC susceptibilities are very similar

between the two samples. Firstly, there is the T1 feature, at ∼ 11 K, which in both cases, is

well defined and has only slight variation as a function of frequency for the microwave sample,

and no variation for the sintered sample within error (Fig. 2.15 inserts). There is also almost

no dynamic response (imaginary susceptibility, χ′′) at this T1 transition, which suggests that

neither sample transitions to a spin glass ground state. This observation is crucial, as it

was hypothesised that since the microwave sample remained in the cubic symmetry down

to 4 K the ground state would be a spin glass, like in the single-crystal [157]. However, the

main experimental signatures of a spin glass—strong frequency dependence, large dynamic

87



Chapter 2: ZnV2O4

0 2 5 5 00 . 0

0 . 3

2 . 4

2 . 7

3 . 0

3 . 3
1 10 10
0

10
00

1 1 . 0

1 1 . 5

0 2 5 5 00 . 0

0 . 3

2 . 4

2 . 7

10 10
0

10
00

1 0 . 3

1 0 . 6

χ' x
 10

-3  (e
mu

/O
e-m

ol-
V)

T  ( K )

3  H z  1 1  H z  3 3  H z   1 0 5  H z   3 3 0  H z   6 6 0  H z   9 9 0  H z

χ'' 
x 1

0-3  (e
mu

/O
e-m

ol-
V)

a ) b )
T 1 (K

)

ωA C  ( H z )

T  ( K )

T 1 (K
)

ωA C  ( H z )

Figure 2.15: Real, χ’ and imaginary, χ′′ contribution to AC susceptibility for the a) mi-

crowave and b) sintered samples. Data are shown on a broken scale. Inserts show the

transition temperature, T1, as a function of the driving frequency, ωAC. There is some fre-

quency dependence in T1 for the microwave sample, but not in the sintered.
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response, and ZFC/FC splitting at the magnetic transition [37]—are all absent from these

DC and AC measurements, and suggests that neither sample has a spin glass ground state.

Despite not clarifying whether a transition towards a spin glass occurs, these AC

measurements reveal some very interesting features. The region between 20 K and 60 K

has, for both samples, a very strong frequency dependence and dynamic response. This is

the same region where the broad T2 feature in the sintered sample, and shoulder feature in

the microwave sample were observed in the DC susceptibility data. Tracking this frequency

dependence in the temperature range where χ′′ is significant (20 to 55 K) is summarised in

Fig. 2.16, where both samples have almost identical behaviour. It is expected in this "slow

frequency" regime, that there should be a characteristic peak describing the fluctuation

rate, Γ (f = Γ/2 π, where Γ = 1/τ). However, aside from potentially the onset of a peak at

1000 Hz at 20 K, no peak is observable. This suggests that to understand the fluctuations

in ZnV2O4, further AC susceptibility measurements at higher frequencies are required.

From these AC and DC magnetic susceptibility measurements, the magnetic ground

state is still unknown but is unlikely in either case to be a spin glass. It is quite striking

that despite all the differences in these samples, the AC behaviour is so similar, particularly

in the 20 - 60 K region. A key conclusion is that this region cannot be associated with

the structural evolution of the samples, and therefore the magnetic fluctuations that this

behaviour is describing are inherent to ZnV2O4.

2.3.4 Magnetic Diffuse Scattering

To understand the magnetic ground state further, several neutron diffraction experiments

have been performed. These measurements have been complicated due to a number of

factors, including:

1. ZnV2O4 has a small magnetic moment due to it being a spin 1 system.
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Figure 2.16: Frequency dependence of the real, χ′ (left) and imaginary, χ′′ (right) components

of χAC in the temperature region 20 K - 55 K. Microwave sample, top and sintered sample,

bottom. χT is the static susceptibility ( χAC at low frequencies). Both show a very similar

dependence, and do not show a peak indicating that the characteristic fluctuation rate has

not been reached within the measured frequency range.
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2. ZnV2O4 has large magnetic exchange interactions, as shown in previous inelastic neu-

tron scattering measurements where a continuum of magnetic excitations were observed

up to at least 30 meV [158].

3. The temperature at which the sample becomes completely paramagnetic is unknown,

as highlighted in the DC magnetic susceptibility measurements.

The key conclusions about the magnetic ground states of the sintered and microwave samples

are that neither undergo a transition to a long-range magnetic ordered state as only diffuse

magnetic scattering is observed. The nature of the magnetic ground states in this study is

not currently known, but due to the different features observed in the diffuse scattering the

magnetic ground states are distinct, and likely dynamic, highly frustrated and strongly inter-

acting. Future inelastic neutron scattering (INS) experiments will aid in the determination

of the magnetic ground state for both samples.

2.3.4.1 Sintered Sample

As an example to the complexities surrounding the data collection and analysis of the mag-

netic ground state of ZnV2O4, a summary of the experiments performed on the sintered

sample is shown in Fig. 2.17.

Figure 2.17a) shows the magnetic contribution at 1.5 K from D7, where only struc-

tured diffuse scattering is observed (full data in Appendix, Fig. 2.23). The previously

observed magnetic Bragg peaks from Ref. [153, 158] are positioned at Q = 1.1 Å−1 and

Q = 1.7 Å−1, so roughly correspond with the onset of this diffuse feature. However, this dif-

fuse scattering has quite a pronounced shape, which is not indicative of long-range magnetic

order, with a very gradual reduction in magnetic intensity from Q = 1.1 Å−1. SPINVERT

RMC analysis was completed on this data, with a supercell size of 6 × 6 × 6 cubic Fd3̄m

unit cells, weight = 10 and moments allowed complete rotational degrees of freedom. The
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Figure 2.17: Summary of diffuse neutron scattering and correlations in the sintered sample.

a) Magnetic contribution of data from D7 at 1.5 K in b/ster/f.u. b) Subtracted total intensity

in units b/ster./spin, 1.5 K - 300 K for D7 (total scattering, dark green), 1.5 - 520 K for D20

(orange) and 1.5 - 80 K for WISH (light green). Correlations from SPINCORREL analysis for

c) D7 and d) D20 and WISH.
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fit was in good agreement with the data, and convergence was reached within 100 moves.

The corresponding correlations calculated from SPINCORREL are shown in Fig. 2.17c). As

expected, it was found that an average antiferromagnetic interaction is observed for the first

nearest neighbour interaction. The magnitude of correlations quickly reduces and has a

slight oscillatory dependence with increasing r.

However, D7 measurements assume that the static approximation is valid over its

relatively narrow integration window of −20 ≤ ∆E ≤ 3.5 meV. Essentially, this should

take a snapshot of the time-equal behaviour of the material. Previous inelastic neutron

scattering measurements by Lee et al. [158] showed that ZnV2O4 has significant inelastic

magnetic scattering intensity, up to at least 30 meV. This is problematic as the integration

window of D7 is only able to see a limited proportion of the total magnetic scattering, which

may distort the data. This is likely what has happened here, which invalidates the static

approximation, and inturn the SPINVERT analysis.

For magnetic systems with weak magnetic features there is another route to isolating

the magnetic scattering which is to perform temperature subtractions. Polarisation analysis

is usually preferred as for temperature subtractions to be valid the instrument needs to be

very stable, the sample should be stable enough that the non-magnetic background does

not change throughout the measurement, and, most importantly, the high-temperature sub-

tracted data set needs to be measured when the sample is fully paramagnetic. In this case,

polarisation analysis is particularly useful given that the large incoherent scattering cross-

section arising from the V3+ ions can be removed. However, as the static approximation

was not valid on D7, temperature subtractions were used, with higher incident energies in

an attempt to integrate over the whole magnetic scattering of ZnV2O4.

A summary of temperature subtractions are shown in Fig. 2.17b) for WISH (1.5 K

− 80 K, light green) and D20 (1.5 K − 520 K, orange). Also included is a temperature

subtraction of the total scattering of the D7 data between 1.5 K − 300 K (dark green).
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Full data sets and analysis can be found in the Appendix Figs. 2.24, 2.25, 2.26. These

data show roughly the same features; only magnetic diffuse scattering, a sharp feature at

Q = 1.1 Å−1, and a gradual reduction in magnetic intensity with increasing Q. The WISH

and D20 data have been normalised to absolute units, by fitting the nuclear contribution

on Fullprof and then using the conversion described in the introduction (Eqs. 1.18 and

1.19). Data were normalised to b/ster./spin, with N = Nmag = 2 as there are 2 V3+ spins

per unit cell. Nuclear contributions were removed via temperature subtraction, leaving the

isolated magnetic intensity to be fit using SPINVERT. A difference between isolating magnetic

scattering data collected via polarisation analysis or by temperature subtractions is that a

scale proportional to the classical moment sized squared must be specified in SPINVERT for the

temperature subtracted data, whereas the scale is refined for data collected via polarisation

analysis. This is because in the temperature subtracted case the experimental intensity

oscillates around zero. A difficulty in this study is that the moment size is not known

because the Curie-Weiss analysis of the DC susceptibility data was not valid. Previous

investigations—in which magnetic Bragg peaks were observed [153, 158]—determined the

moment size to be significantly reduced to µ = 0.62 µB, but this is not appropriate for this

work as long-range magnetic order is not observed, only magnetic diffuse scattering. So, it

was assumed that the moment was equal to the full expected moment of a spin 1 system, with

a scale of 8 (µ =
√
8 µB = 2.83 µB) fixed during the refinement. Different fit parameters were

used for each data set (summarised in the Appendix) but all converged within 100 moves

and results were consistent between different runs from a new random seed.

The correlations are shown for both D20 and WISH in Fig. 2.17d), on the same scale

as the correlations determined for the D7 analysis. Immediately, it is clear that there are a

number of discrepancies between the three sets of correlations. Firstly, the first nearest neigh-

bour correlation calculated for the WISH data is, on average, ferromagnetic, which is not the

expected behaviour for ZnV2O4. Additionally, further temperature subtractions (Appendix

Figure 2.25) revealed that these correlations at 1.5 K - 80 K in general, had the weakest
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magnitude. This is unexpected, because at the lowest temperatures, the system should be in

its most correlated state, and with increasing temperature the correlations should decrease

in magnitude as the system approaches random paramagnetic behaviour. The reason that

this has occurred is likely because of the temperature used in the subtractions, 80 K. 80 K

was chosen to minimise the thermal shift of the nuclear Bragg peaks which must be removed

for the SPINVERT analysis. Removing any data, reduces the amount of usable information

that can be used during the analysis, therefore decreasing the likelihood of getting the cor-

rect answer. This is particularly true for RMC analysis of diffuse magnetic scattering, as

the number of degrees of freedom in the simulation vastly outnumbers the number of data

points. However, as shown in the Curie-Weiss analysis of DC magnetic susceptibility data,

80 K is well below the θCW values (Table 2.14), and so not within the paramagnetic regime

which explains why this temperature subtraction has failed.

The D20 data uses a much larger temperature subtraction as a cryofurnace was used

for collecting the data. A short wavelength, of λ = 1.3 Å was selected to maximise the

integration window, and it can be seen that this data set has the largest overall intensity of

the three, hopefully indicating that more magnetic scattering has been captured. However,

whilst the first nearest neighbour is antiferromagnetic, the magnitude is significantly reduced

in comparison to the D7 correlations, indicating that this temperature subtraction has also

failed. The magnitude of the correlations will be determined by the scale factor, and if the

scale is incorrect, such as too large, then this will squash a function with a large amplitude

onto weak intensity data and ultimately reduce the magnitude of the correlations. The

moment size per V3+ ion refined from the D7 analysis was µ = 0.65(2) µB/V
3+ which is

in agreement with the moment size determined for samples which produce magnetic Bragg

peaks [153, 158]. However, the temperature subtractions used to isolate these magnetic Bragg

peaks was 1.5 K - 70 K [153], which from the WISH analysis, is known to not be enough

to adequately isolate all of the diffuse magnetic scattering of the system. Since the moment

size cannot be predicted from the Curie-Weiss analysis of DC magnetic susceptibility data,
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there is no way at this stage to be able to better predict the effective moment size than to

assume that ZnV2O4 has the expected moment from a spin 1 system.

Moving forward with the determination of the magnetic ground state using neutrons,

the focus must change from diffraction to inelastic measurements. The static approximation

has been found to be invalid for all of these measurements, and so the diffraction approach,

which assumes no change in the neutron energy, is not appropriate for this study. Recently,

time on the thermal neutron time-of-flight spectrometer, PANTHER at the ILL was awarded

for this measurement, and the new data will overcome these experimental challenges to clarify

the magnetic ground state of ZnV2O4.

2.3.5 Discussion

The results presented in this chapter highlight the complexities of understanding the chemical

and magnetic ground states of a material that is highly sensitive to the synthesis route taken,

such as ZnV2O4. Within the context of ZnV2O4, the two powder samples studied in this

chapter are anomalous. Powder ZnV2O4 usually undergoes a cubic-tetragonal compression

along the c-axis at T ∼ 50 K [155, 156]. Through high-resolution diffraction measurements,

the sintered sample was found to undergo a cubic-tetragonal distortion below 35 K, but with

an unusual global elongation along the c-axis. Conversely, the microwave sample remained

cubic down to 4 K, which is the first confirmation of this behaviour in a powder sample.

Strain was identified as the likely cause of this behaviour, since at high-temperatures the

sintered sample was over 2.5 × more strained than the microwave sample. This is a major

conclusion as in the single-crystal study [157], the sample was believed to be highly strained

which prevented the structural distortion from occurring. It is difficult to tell from two

points a relationship that can generally describe a materials properties, particularly for a

system as complex as ZnV2O4. Therefore more samples prepared by different synthetic routes

are required in the future. However, the structural characterisation applied to the samples
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in this chapter are, to the authors knowledge, the most rigorous and standardised in the

literature. An example of the complexities surrounding comparing parameters of different

materials across different studies, Fig. 2.18a) in the Appendix shows the lattice parameters

compiled from the literature compared against the samples from this chapter, colour coded to

show the reported number of transitions. In cubic spinels, the lattice parameters are known

to be highly sensitive to the sample stoichiometry, and so defects beyond the resolution of

diffraction can be implied through comparing different samples. However, no relationship

between the ZnV2O4 samples and reported number of transitions is seen, and this is likely due

to the different experimental setups and instrument calibrations. Additionally, in Chapter 1

the signatures of strain in diffraction were discussed (more strained = drop in intensity and

broadening of peaks), but no reference of the peak profile was included in the Ebbinghaus

study to back up the hypothesis that the single-crystal was more strained than the crushed

powder sample [157]. This was, however, confirmed in this chapter, as it can clearly be seen

in Fig. 2.3 that the Bragg peaks in the sintered sample are much broader than those in the

microwave sample at 100 K.

For the magnetic ground state, the consensus from the literature is much less estab-

lished. There are typically two conclusions; long-range magnetic order develops following

a structural distortion [153] or a spin glass ground state for samples that remain cubic

[157]. Weak magnetic Bragg peaks describing long-range magnetic order have been ob-

served just 3 times in ZnV2O4 [153, 158, 161], despite the large number of publications

where a structural distortion is reported. The magnetic order these Bragg peaks describe—

antiferromagnetically coupled spin chains along the a- and b-axes that are ferromagnetically

coupled along c—was only inferred from the solution of the magnetic ground state of MgV2O4

[154, 164, 165]. This is surprising, that despite all of these measurements no better model,

or more conclusive evidence that this is the right model has been put forward. In this chap-

ter, the sintered sample was expected to form a long-range magnetic order as some of the

degeneracy of the system was lifted during the structural distortion, however, no magnetic
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Bragg peaks were observed in any of the diffraction measurements. Conversely, the spin glass

ground state is proposed for samples which do not undergo a structural distortion, like the

microwave or single-crystal samples. However, despite the frequency of this conclusion, no

AC measurements of ZnV2O4, or doped ZnV2O4 compounds, have ever been reported until

now [156, 157, 161, 167, 168]. The AC measurements presented in Section 2.3.3.2 suggest

that the microwave sample does not have a spin glass ground state, as the T1 peak has

very little frequency dependence and no dynamic response. Within this study the magnetic

ground state of the sintered and microwave ZnV2O4 samples remains elusive, however, future

inelastic neutron scattering measurements should solve the problems discussed earlier.

2.4 Conclusions and Outlook

Many quantum materials are found to have synthesis dependent physical properties, due

to their complex, degenerate ground states. This chapter explored the effect of synthesis

on the chemical and magnetic ground state selection of one such material, ZnV2O4, using

a combination of X-ray and neutron scattering, PDF analysis, and magnetic susceptibility

measurements. The key conclusions from this chapter are summarised as follows:

• Two samples were created for this study: the sintered sample via conventional solid-

state methods and the microwave sample via a novel rapid microwave assisted synthesis.

• Both samples have an average cubic Fd3̄m structure at high temperatures. The mi-

crowave sample remains in the cubic Fd3̄m structure down to 4 K, whereas the sintered

sample undergoes an elongation along the c-axis to a tetragonal structure below 35 K.

Both of these are unique chemical ground states for powder ZnV2O4.

• At 100 K, the local and average chemical structures are cubic for both samples. Out-

side the resolution of current experiments, it is likely there is some vanadium based
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disorder in both samples, but since the same behaviour is observed in both samples,

this disorder is inherent to ZnV2O4 and does not drive the structural evolution seen at

low temperatures.

• Strain is the most probable cause of the low temperature structural behaviour as in

the parent cubic phase the sintered sample was over 2.5× more strained than the

microwave sample. The origin of this increased strain is currently unknown.

• Two features, T1 = 12 K and T2 = 45 K, are observed in DC magnetic susceptibility for

the sintered sample but only one feature at T1 = 11 K in the microwave sample. The

microwave sample is unlikely to undergo a spin glass transition because the peak has

little frequency dependence and no dynamic response in AC susceptibility measure-

ments, and large ZFC/FC splitting above the T1 transition in DC susceptibility. The

T2 feature in the sintered sample is usually associated with the structural distortion,

however, these DC susceptibility results do not have the sharp discontinuity that is

observed in other studies.

• AC susceptibility measurements revealed unusual highly frequency dependent and dy-

namic behaviour between 20 K and 60 K that is virtually identical between the two

samples. This likely reflects collective short-range magnetic fluctuations in the samples.

• The magnetic ground state was explored in numerous neutron diffraction experiments.

These measurements exclude a long-range ordered magnetic ground state for both sam-

ples, as no magnetic Bragg peaks were measured. Different magnetic diffuse scattering

was measured for both samples indicating unique magnetic ground states, the nature

of which is currently unknown. These measurements were complicated due to ZnV2O4

having a small effective moment, having large magnetic exchange interactions (outside

the diffraction integration window), and the onset of the paramagnetic regime being

unknown.

Despite all of these experiments there are a number of questions remaining, both
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related to this study and within the wider context for the quantum materials community.

A direct extension to this study is to look more deeply into the mechanisms that drive the

structural behaviour. It is noteworthy that in the parent cubic phase, that no significant

disorder has been resolvable in the diffraction measurements. Therefore a first approach

would be to use more analytical chemistry methods that are perhaps more sensitive than

diffraction, such as thermogravimetric analysis (TGA), NMR and TEM. These measurements

would compliment what have already been collected, and may reveal key differences in the

stoichiometry or morphology of the samples that result in the chemical structures diverging.

Furthermore, density functional theory (DFT) calculations on ZnV2O4 were conducted many

years ago, but revisiting these calculations with more modern programs could provide fruitful

results into the ordering mechanisms. A first parameter to explore would be the effect of

strain on the energy landscape of ZnV2O4.

In terms of the magnetic ground state, the results presented in this chapter have

demonstrated that the sintered and microwave samples have unique magnetic ground states,

and excluded long-range order and spin glass ground states, but have not been able to

determine the precise nature of the magnetic ground states. These are still important con-

clusions, as it is generally thought that the structural distortion allows the system to form

long-range order, which has not occurred in the sintered sample, or that remaining in the

cubic symmetry, like the single-crystal study, suppresses long-range order and instead forms

a spin glass, but this has not occurred in the microwave sample. The problems with mea-

suring, analysing and interpreting the data, were summarised earlier, and will hopefully be

overcome with inelastic neutron scattering measurements which can capture the whole mag-

netic excitations of ZnV2O4, with instruments such as PANTHER (ILL), MERLIN (ISIS)

or SEQUOIA (Oakridge National Laboratory) being suitable candidates. Once an adequate

isolation of the total magnetic scattering has been measured then the data will be analysed

via reverse Monte Carlo methods on SPINVERT to determine the short-range magnetic corre-

lations (SPINCORREL), and the average exchange interactions through a reaction mean-field
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approach on SPINTERACT [183].

A further research avenue would be to make more samples of ZnV2O4 via different

synthetic procedures and apply the same analysis that has been presented in this chapter.

This would allow for definitive relationships, for example, strain and the effect of compress-

ing/elongating the structure has on the magnetic ground state, to be made. The first two

samples that I would suggest adding to the study would be a traditionally sintered powder

(longer firing time, no ball milling) and a single-crystal. The single-crystal would be partic-

ularly interesting as there is only one report of ZnV2O4 in single-crystal form, and until the

microwave sample, the results from this study are strikingly different from all other ZnV2O4

samples.

Additionally, this chapter has shown that microwave synthesis is a viable alternative

to producing high-quality, well crystalline quantum materials. The fact that a sample with

comparative physical properties to a single-crystal is producible in a microwave, in just 12

minutes, is outstanding. This opens the possibility to make more quantum materials via

the microwave method, and with a drastically reduced synthesis time, allows for more focus

to be put on the characterisation of the material. This also overcomes one of the biggest

hurdles in quantum materials characterisation which is for more advanced characterisation

single-crystals are often required, but making them large enough for neutron scattering can

be very challenging. However, if the properties are reproducible by other methods, then this

will significantly help with the characterisation of more materials. The one caveat, which

is the central message to this chapter, is that changing the synthesis can have a profound

effect on the chemical and magnetic ground states of the material. In this case, the effect

was a positive one, the microwave sample was of very high quality and largely reproduced

the targeted physical properties of the single-crystal, but that might not always be the case.

This is one of the reasons why in the quantum materials community, we cannot take the

results of one study to be definitive for that material as there are so many factors at play, as

the highly degenerate nature of quantum materials means that the smallest defect can have
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the biggest impact. What is perhaps more useful, is to use materials that are known to be

highly synthesis and defect dependent, like ZnV2O4, barlowite [87, 131] and Yb2Ti2O7 [39],

and understand which parameters have the biggest impact on the ground state selection,

and then target these defects during the synthesis of other candidate materials.

2.5 Appendix

Rietveld Refinement

Refined Parameters

Figure 2.18a) shows a summary of the refined lattice parameters for the sintered (green) and

microwave (orange) samples as a function of temperature. The microwave sample follows

the standard cubic lattice parameter compression. Errors are included but are too small to

be visible on this scale. In the sintered sample, the error is much larger which accounts for

the distribution in lattice parameters. From 35 K, the divergent trend describes the phase

transition to an elongated tetragonal structure.

This figure also shows the reported lattice parameters for other sample of ZnV2O4,

which have been categorised by if the authors reported one (blue) or two (purple) transitions

in the susceptibility. In cubic spinels, the lattice parameter can be closely related to the

stoichiometry, even if the level of disorder is below the detection level in Rietveld refinement.

However, no relationship is seen, which is likely due to the different experimental setups and

instruments used.

Figure 2.18b) shows the evolution of Biso for both samples. Both show similar depen-

dence and behave as expected.
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Figure 2.18: Evolution of refined parameters, a) lattice parameters and b) isotropic tem-

perature factors as a function of temperature. In both figures, orange and green markers

represent the microwave and sintered samples, respectively. Closed markers are results from

a combined neutron and X-ray refinement, open markers are from an X-ray only refinement.

At 100 K and 10 K, both a combined fit and X-ray only fit were completed, and extracted

parameters lied well within error of each other. a) Also shown are the lattice parameters

from other studies of ZnV2O4, categorised by if there are one (blue) or two (purple) reported

transitions in the susceptibility.
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Sintered Sample: High-Temperature Cubic Phase

Figure 2.19 shows the two phase model for the sintered sample at 100 K which was used in

finding the weighted average lattice parameter.
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Figure 2.19: Combined Rietveld refinement of the sintered sample measured at 100 K. Two

cubic phases are used in a) ID22, Rwp = 10.4 %, χ2 = 20.9, b) HRPD, Rwp = 11.3 %,

χ2 = 2.65 with different lattice parameters, a1 = 8.39729(2) Å and a2 = 8.40053(1) Å which

are weighted in a 0.3 : 0.7 ratio, respectively. Insets show the (13 5 5) reflection for the

microwave (orange) and sintered (green) samples, where a clear shoulder can be seen in the

sintered sample in a). Rietveld fit of three key peaks from ID22, c) (4 2 2), d) (8 0 0) and

e) (11 5 3).
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Sintered Sample: Low-Temperature Distorted Phase

Figure 2.20 shows the full refinement of the expected low temperature structure of ZnV2O4,

a compression along the c-axis to the tetragonal I41/amd.
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Figure 2.20: Combined Rietveld refinement of the sintered sample measured at 10 K with the

compressed I41/amd model. a) ID22, Rwp = 25.5 %, χ2 = 30.3, b) HRPD, Rwp = 19.9 %,

χ2 = 38.2. Lattice parameters are a = 5.94035(1) Å, c = 8.39287(2) Å, giving an axial

compression, c/
√
2a = 0.9990. Rietveld fit of three key peaks from ID22, c) (4 2 2), d)

(8 0 0) and e) (11 5 3).
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Figure 2.21 shows the full refinement of the elongated tetragonal structure of ZnV2O4.
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Figure 2.21: Combined Rietveld refinement of the sintered sample measured at 10 K with

the elongated I41/amd model. a) ID22, Rwp = 22.4 %, χ2 = 23.5, b) HRPD, Rwp = 17.0 %,

χ2 = 28.1. Lattice parameters are a = 5.93631(1) Å, c = 8.40555(2) Å, giving an axial

elongation, c/
√
2a = 1.0012. Rietveld fit of three key peaks from ID22, c) (4 2 2), d) (8 0 0)

and e) (11 5 3).
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Table 2.6 shows all the possible lower symmetry chemical structures from ISODISTORT,

and the results of fitting the ID22 data at 10 K using the Le Bail method. All the tetragonal

models are indistinguishable from each other, but choose to elongate along the c-axis.

Model Γ a (Å) b (Å) c (Å) Rwp(%) χ2

Fd3̄m - - - 8.39840(1) 23.7 5.57

I41/amd Γ3+ 5.93692(1) - 8.40753(2) 19.5 3.71

I41md Γ3+ 5.93689(1) - 8.40757(2) 19.6 3.76

I 4̄m2 Γ3− 5.93689(1) - 8.40757(2) 19.6 3.73

I4122 Γ3− 5.93693(1) - 8.40780(2) 19.5 3.70

I41/a Γ4+ 5.93690(1) - 8.40775(2) 19.6 3.73

I 4̄2d Γ5− 5.93671(1) - 8.40704(2) 20.0 3.89

Fddd Γ3+ 8.39739(1) 8.38493(2) 8.40977(2) 17.9 3.14

C2/m Γ5+ 10.28384(2) 5.93834(3) 5.94619(2) 19.1 3.55

Imma Γ5+ 5.93738(2) 5.94450(2) 8.39502(2) 20.8 4.23

R3̄m Γ5+ 5.93848(2) - 14.54667(5) 24.0 3.71

Table 2.6: Refined average chemical structure parameters for the ISODISTORT models derived

from the parent cubic Fd3̄m structure. Each model has been fit using the Le Bail method

to the ID22 data at 10 K only.
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High T Magnetic Susceptibility

An example of high temperature magnetic susceptibility for the sintered sample is shown

in Fig. 2.22. The data are not linear which shows that a Curie-Weiss analysis is not an

appropriate modelling system for ZnV2O4. Other attempts were made in different setups

but none were linear and high enough quality to draw any meanigful conclusions from.
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Figure 2.22: Example of high temperature magnetic susceptibility for the sintered sample.

Data are measured under an applied field of 0.01 T, closed markers are measured upon

warming (300-1000 K) and open markers on cooling (1000-300 K). The data are not linear

which proves Curie-Weiss is not appropriate to model the data.
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Magnetic Diffuse Scattering: D7

A summary of the D7 SPINVERT analysis is shown in Fig. 2.23 including spin correlations,

and fit parameters in Table 2.7.
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Figure 2.23: Summary of magnetic diffuse scattering on D7 for the sintered and microwave

samples. a) Magnetic contribution of scattering for the sintered sample. Data have been

vertically shifted by 0.15 b/ster./f.u. for clarity. Solid lines describe SPINVERT fits and the

dashed line at 300 K is the expected behaviour for a V3+ form factor squared for a spin

1 system. b) Comparison of magnetic contribution for sintered and microwave samples at

1.5 K, SPINVERT fits are shown on top by the solid lines. The sintered sample has a more

peaked feature at Q = 1.1 Å−1. Spin correlations calculated by SPINCORREL for c) the

sintered sample as a function of temperature and d) a comparison between the sintered and

microwave samples. At 300 K, the sintered correlations have anomalous behaviour.
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Sample T (K) Box Weight R-factor (%) Acceptance (%) µ/V3+ (µB)

Sintered

1.5 6 10 51.7 26.2 62.7 90.3 0.62(1)

25 6 10 51.4 35.7 84.3 95.5 0.55(1)

50 6 10 42.9 37.2 85.1 96.5 0.51(1)

300 2 10 29.3 27.6 53.6 82.1 0.52(2)

Microwave 1.5 4 10 57.3 33.5 73.6 94.5 0.54(1)

Table 2.7: SPINVERT parameters and output for both samples on D7. Magnetic data were

isolated via polarisation analysis. All refinements had complete rotational degrees of freedom,

box in the cubic, Fd3̄m setting, 100 moves and the calculation repeated 10 times.

WISH

A summary of the WISH analysis can be found in Figs. 2.24 and 2.25 and fit parameters in

Table 2.8.

Sample T - 80 (K) Box Weight R-factor (%) Acceptance (%)

Sintered

1.5 8 10 43.2 6.1 53.5 88.0

25 8 10 42.7 6.7 55.2 81.1

50 4 10 31.5 22.3 45.7 13.4

Microwave

1.5 6 10 40.1 16.5 52.7 84.6

25 6 10 49.6 18.1 60.3 87.2

50 4 10 65.2 37.1 46.1 16.4

Table 2.8: SPINVERT parameters and output for both samples on WISH. Temperature sub-

tractions were made with data measured at 80 K. All refinements had complete rotational

degrees of freedom, box in the cubic, Fd3̄m setting, 100 moves and the calculation repeated

20 times.
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Figure 2.24: a) Subtracted magnetic intensity as a function of temperature for the microwave

sample on WISH. The corresponding SPINVERT fits are shown by the solid lines. b) Spin

correlations calculated by SPINCORREL as a function of increasing interatomic distance, r.

Note that the first nearest neighbour is ferromagnetic.

D20

A summary of the D20 analysis can be found in Fig. 2.26 and fit parameters in Table 2.9.
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Figure 2.25: a) Subtracted magnetic intensity as a function of temperature for the sintered

sample on WISH. The corresponding SPINVERT fits are shown by the solid lines. b) Spin

correlations calculated by SPINCORREL as a function of increasing interatomic distance, r.

Note that a number of the correlations have a non-linear temperature dependence, and the

first nearest neighbour is ferromagnetic.

T - 520 (K) Box Weight R-factor (%) Acceptance (%)

1.5 12 10 41.8 4.51 52.1 94.3

25 12 10 43.2 5.35 52.1 93.9

80 12 10 34.1 6.28 54.8 93.4

150 10 10 45.0 8.46 55.2 90.3

300 8 25 59.3 14.3 52.2 75.4

450 4 25 67.3 48.6 45.7 14.6

Table 2.9: SPINVERT parameters and output for the sintered sample on D20. Temperature

subtractions were made with data measured at 520 K. All refinements had complete rota-

tional degrees of freedom, box in the cubic, Fd3̄m setting, 100 moves and the calculation

repeated 20 times except for at 450 K where the refinement was repeated 100 times.
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Figure 2.26: a) Subtracted magnetic intensity as a function of temperature for the sintered

sample on D20. The corresponding SPINVERT fits are shown by the solid lines. b) Spin

correlations calculated by SPINCORREL as a function of increasing interatomic distance, r.

Note that at 150 K and 300 K, the first nearest neighbour correlations become ferromagnetic.
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Chapter Three

Experimental Evidence for the Spiral

Spin Liquid in LiYbO2

3.1 Introduction

Magnetic ground states with unusual spin textures, such as magnetic skyrmions or vortices,

are hugely interesting from a fundamental perspective and for their potential applications in

emerging technologies [184–187]. A less explored manifestation of unusual spin textures is the

spiral spin liquid, a correlated paramagnetic state composed of a macroscopically degenerate

manifold of fluctuating spin spirals that form closed contours or surfaces in reciprocal space

[44, 77, 78, 188]. From a theoretical perspective, spiral spin liquids have been predicted to

exist in both two- and three-dimensions within the context of the J1-J2 Heisenberg model,

for example, in honeycomb or diamond lattices, respectively. [44, 189, 190]. Experimentally,

the search for the spiral spin liquid has largely focused on its realisation within cubic spinels,

AB2X4, in which the A-site forms a three-dimensional diamond lattice [28–30, 191].

The diamond lattice can be considered as two interpenetrating FCC sublattices, with

nearest-neighbour (NN), J1 and next-nearest-neighbour (NNN), J2 exchange interactions
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Figure 3.1: a) The undistorted diamond lattice can be considered as two interpenetrating

FCC sublattices shown by the blue and orange atoms, respectively with NN J1 (dashed

orange) and NNN J2 (solid blue) exchange interactions. The dashed box shows the definition

of the unit cell used in this work. b) The elongated J1-J2 Heisenberg model on a diamond

lattice is stretched along the tetragonal c-axis to give the final structure. This splits J2 into

inequivalent exchanges, J2a (dark blue) and the negligible J2b (light blue). Frustration may

be generated through competing superexchange pathways between J1 and J2a.

acting between and within sublattices, respectively (Fig. 3.1a)) [45, 77, 78]. The diamond

lattice is geometrically unfrustrated, and in the case of dominant J1-only exchange inter-

actions has a conventional ferromagnetic or Néel ordered magnetic ground state. However,

the bipartitate nature of the lattice means that the exchanges can be readily tuned, and if

J2/|J1| ≥ 1/8, then the system is expected to promote the spiral spin liquid ground state

[45, 77, 78]. Several cubic spinels have been identified as candidates for the model including

MnSc2S4 [192, 193], NiRh2O4 [78, 194, 195] and CoAl2O4 [196, 197]. MnSc2S4 is particularly

exciting as it is considered the first experimental realisation of the spiral spin liquid on a

perfect diamond lattice, with the observation of its spiral surface through single-crystal dif-
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fuse neutron diffraction measurements and vortex state under the application of a magnetic

field [192]. Yet despite this progress, a true continually fluctuating spiral spin liquid is a

rare occurrence. More often, the degeneracy of the system is lifted via an order-by-disorder

mechanism, which is common in cubic spinels due to their desire to alleviate their frustration

by undergoing a structural distortion. In such a case, a single long-range ordered ground

state is selected by the collective fluctuations in the system combined with the spontaneous

breaking of symmetry following a Jahn-Teller distortion [43]. For candidate spiral spin liq-

uid systems, the complex and degenerate fluctuating state thus collapses down into a ground

state with a single long-range ordered spin helix [45, 77, 78].

It was widely accepted that structural distortions to the perfect diamond lattice trig-

ger this order-by-disorder mechanism, and therefore, are detrimental to the realisation of

the spiral spin liquid phase. However, a recent re-imagining of the theory determined that

a spiral spin liquid could still be realised under a tetragonal distortion to the diamond lat-

tice [45, 46, 77]. The key in this model is to consider the effect of superexchange pathways

throughout the structure. In the ideal diamond lattice, J2 is equivalent in length, whether

acting within the ab-plane or across the diagonal (Fig. 3.1a)). But in the elongated model,

J2 is broken into two inequivalent exchanges, J2a and J2b, as the structure is stretched along

the tetragonal c-axis (Fig. 3.1b)). Now, the superexchange pathways, J1 and J2a (J2 acting

across the unstretched axes) are nearly equivalent in length, and substantially shorter than

the J2b pathway (J2 acting across the diagonal). In this case, the strength of the J2b pathway

is assumed negligible in comparison to J1 and J2a. It then follows that if the magnitudes of

J1 and J2a are comparable, this elongated lattice is highly frustrated, and promotes a spiral

spin liquid ground state, with the propagation vector of the helix being uniquely determined

by the J2a/|J1| ratio. In short, candidate systems for the J1-J2 Heisenberg model on an

elongated diamond lattice require a distortion in which the J2b exchange pathway is long

enough to be considered negligible in strength in comparison to J2a. From now on, when

discussing this model, J2a will be known simply as J2.
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One potential candidate for the J1-J2 Heisenberg model on an elongated diamond

lattice was NaCeO2 [198]. NaCeO2 adopts the tetragonal I41/amd structure and has a

stretching ratio of c/
√
2a = 1.63, which is enough to render J2b negligible. However, neutron

diffraction measurements showed NaCeO2 formed a commensurate Néel ordered ground state

below 3.18 K due to |J1| >> J2. This is not surprising given that theory predicts that when

J2 > 0 (antiferromagnetic), the spiral spin liquid phase exists in a relatively narrow region

between commensurate ferromagnetic (−4 < J1/J2) and antiferromagnetic (J1/J2 < 4)

phases [45, 46]. This work therefore highlighted the importance of considering both the

degree of the structural distortion and the magnitude of relative exchange parameters in

realising the model.

Another material with an almost identical structure to NaCeO2 is LiYbO2 [46, 199].

Figure 3.2a) shows the structure of LiYbO2 where magnetic Yb3+ ions are connected into an

elongated diamond lattice via YbO6 corner-sharing octahedra (blue octahedra). Dispersed

between the diamond lattice there are almost flat planes of tetrahedrally co-ordinated Li+

ions (yellow polyhedra). LiYbO2 shares the same stretching ratio as NaCeO2, c/
√
2a = 1.63,

but importantly the ratio of exchange parameters has been determined to be J1 = 1.426J2 >

0, placing LiYbO2 directly within the boundary of the spiral spin liquid phase on an elongated

diamond lattice [46].

The magnetic structure of LiYbO2, previously determined from a mixture of powder

neutron diffraction and magnetometry measurements, is complex with the phase diagram

shown in Fig. 3.2b) [46]. Below 450 mK, in zero applied magnetic field, there is an in-

commensurate (IC) helical ground state with propagation vector, k = (0.384,±0.384, 0)

and ordered magnetic moment, µorder = 1.26 µB. This is less than the expected moment,

µ = 1.5 µB, assuming Seff = 1/2 with g = 3 (µ = gS µB) [46]. This assumption was made

from inelastic neutron scattering measurements in which the authors determined that the

lowest energy CEF transition is high enough from the ground state Kramers doublet to be

described as a well separated Seff = 1/2 state at low temperatures [46]. To generate the
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Figure 3.2: a) The Yb3+ ions (blue polyhedra) in LiYbO2 are connected via an elongated

diamond lattice with Li+ ions (yellow polyhedra) dispersed in almost flat layers between the

Yb3+ ions. b) Magnetic phases of LiYbO2 determined by Ref. [46], with commensurate (C),

incommensurate (IC), paramagnetic (PM) and field-polarised (FP) states observed.

spiral spin liquid phase, theory allows for an incommensurate helical structure acting across

the two Yb3+ sublattices where moments propagate along the diagonal of the tetragonal

basal plane, k = (δ,±δ, 0). Crucially however, the moments between these sublattices must

be related by a fixed phase angle of ϕ = π. This allows the moments to rotate along all

bonds between the sublattices equivalently which acts to minimise the energy of the system.

Experimentally, this phase angle was refined to be only ϕ = 0.58 π, or just over half the

expected value.

Additionally, Bordelon et al. [46] found that between 450 mK and 1.13 K, there is an

intriguing intermediary ordered phase, known as the disordered incommensurate helix. In

this phase, both k, and µ are fixed to the values determined below 450 mK, but the phase

angle, ϕ changes. The model involved simulating the scattering of 10 arbitrary phase angles,

which produces constructive and destructive interference of the magnetic Bragg peaks. The
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average of these phases was then taken and reproduced the magnetic scattering data well.

This model effectively described a state with a series of magnetic domains that were all well

ordered with a fixed phase angle within the domain, but the domains were random and had no

relationship with each other. Then between 1.13 K and 2 K, the helical magnetic order is lost

and replaced with short-range magnetic correlations as indicated by broad features in specific

heat measurements. A paramagnetic state was observed above 10 K. Bordelon et al. also

conducted their neutron scattering measurements under an applied magnetic field, and found

that the helical phases described earlier "lock-in" to a commensurate k = (1/3,±1/3, 0)

when the applied field is above 3 T.

Despite these promising initial results, the previous experiments concluded that LiYbO2

is not an experimental realisation of the spiral spin liquid phase on an elongated diamond

lattice [46]. The main evidence for this is the refined phase angle, ϕ = 0.58 π. This reduced

angle, from the expected ϕ = π, led to a staggering effect of the moments, therefore requiring

additional perturbations to the J1-J2 Heisenberg model on an elongated diamond lattice to

bring the theory into agreement with the experimental results. The possibility of disorder

was hinted at as the root cause, and a potential source was two unique chemical environments

around the two Yb-sublattices as indicated by weak splittings in inelastic neutron scattering

measurements probing the crystal electric field. However, the origin of this chemical disorder

was not resolvable in the neutron diffraction measurements presented. Furthermore, the or-

dered moment size, determined in powder neutron diffraction measurements, was only 84 %

of the expected full ordered moment from an Seff = 1/2 system. Lately, the possibility of a

disordered magnetic ground state was introduced by Kenney et al. [200] through the lack

of spontaneous muon precession in µSR measurements. In combination with the disordered

incommensurate helical phase between 450 mK and 1.13 K, these intriguing results indicate

that the true nature of the ground state in LiYbO2 remains elusive.

The search for a spiral spin liquid on an elongated diamond lattice therefore continues.

Experimentally, there are three conditions from an average-structure perspective required to
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confirm a spiral spin liquid phase: (1) the phase angle, ϕ, between magnetic sublattices is

equal to π, (2) a propagation vector of the form k = (q, q, 0) and (3) a ratio of exchange

parameters of −4 < J1/|J2| < 4 [46]. If all of these conditions are met then the smoking gun

experimental signature of a spiral spin liquid is a broad continuous ring of diffuse scattering

brought on by the collective fluctuations of the system [192]. In this chapter, I will re-examine

LiYbO2 as a candidate material for a spiral spin liquid in the J1-J2 Heisenberg model on the

elongated diamond lattice through a mixture of high-resolution neutron powder diffraction

and diffuse neutron scattering measurements, and in doing so, prove that LiYbO2 fulfils all

the conditions required to realise the spiral spin liquid state in the model. This work has

been published in Physical Review Letters [201].

3.2 Experimental Methods

3.2.1 Synthesis

Powder samples of LiYbO2 were prepared via solid-state methods. Stoichiometric quantities

of Yb2O3 (99.9%, Alfa Aesar) and Li2CO3 (99%, Alfa Aesar) were ground together in a

mortar and pestle in a 1 : 1.5 ratio. An excess of Li2CO3 powder was used to counteract the

volatility of lithium at high temperatures. The ground powder was pressed into a pellet and

heated to 900 oC for 24 hours in air before being slowly cooled back to room temperature.

On completion of the firing, individual pellets were varying shades of pink, and ground to a

very fine pale pink powder. Sample quality was checked by powder X-ray diffraction using

an Empyrean Malvern PANalytical diffractometer. The sample was measured to be phase

pure within instrument resolution. The total mass of the sample was ∼ 9 g.
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3.2.2 Neutron Powder Diffraction

Constant wavelength neutron powder diffraction data were collected at 4 K and 300 K on

the high-resolution D2B diffractometer [202] at the Institut Laue-Langevin. The incident

wavelength was λ = 1.594 Å selected by a Ge(335) monochromator, allowing the scattering

to be measured over an angular range of 10 < 2θ < 160 o. 1.5 g of loose powder sample

was contained in a vanadium sample can and a liquid helium cryostat was used for the tem-

perature control. Refinements of the chemical structure were completed using the Mag2Pol

program [106]. Raw data can be accessed via Ref [203].

Time-of-flight neutron powder diffraction data were collected on the long wavelength

WISH diffractometer at the ISIS Neutron and Muon Source. 1.5 g of loose powder sample

was contained in a cylindrical copper can and left open with a quartz wool plug to allow for

gas exchange. Measurements were made in a dilution refrigerator in 0.1 K steps from 0.1 K

to 1.2 K, with additional high-temperature measurements at 5 K and 10 K. The instrumental

resolution was determined via Rietveld refinement of the Na2Ca3Al2F14 standard. Rietveld

refinements of the chemical (Appendix Fig. 3.12) and magnetic structure were completed

using the Fullprof program [105]. Absorption was refined and corrected for on Fullprof

using the cylindrical sample configuration under Iabsorb. Instrumental contributions from

the sample environment, such as copper and aluminium, were modelled using the Le Bail

method. Raw data can be accessed via Ref [204].

3.2.3 Diffuse Scattering

Powder neutron scattering measurements were performed using the polarised diffuse scatter-

ing D7 diffractometer [112] at the Institut Laue-Langevin. The incident neutron wavelength

was λ = 4.87 Å, giving a reciprocal space range of 0.15 ≤ Q ≤ 2.5 Å−1. An orange crysostat

with a dilution insert was used to measure the temperatures 50 mK, 800 mK, 1.5 K, 5 K and
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25 K. The technique of xyz-polarisation analysis was used to separate the magnetic, nuclear-

coherent(NC) and nuclear-spin-incoherent (NSI) contributions to the scattering [112, 114].

Full calibration measurements were completed. Data were placed on an absolute intensity

scale (with units b/ster./f.u.) by normalising to the incoherent scattering from the vana-

dium standard. The normalisation process was checked through Rietveld analysis of the NC

cross-sections using Mag2Pol (Appendix Fig.3.13). Magnetic scattering data were analysed

using a modified version of the program SPINVERT to simultaneously model magnetic Bragg

and diffuse features (referred to as SPINVERT + Bragg) [119, 121]. SPINVERT calculations

were repeated 100 times to average out statistical noise. The spin-spin correlation function,

⟨S(0)·S(r)⟩, was calculated by SPINCORREL [120]. Raw data can be accessed via Ref [203].

3.3 Results and Discussion

3.3.1 Average Chemical Structure

Figure 3.3 shows the Rietveld refinement of the I41/amd structure of LiYbO2 against high-

resolution neutron powder diffraction (NPD) data collected at 4 K on D2B. A summary of

the refined parameters can be found in Table 3.1. From the results of the refinement, no site

mixing or off-stoichiometries were found on any sites within the resolution of the instrument.

Data were also measured at 300 K (RF = 2.74%, χ2 = 7.47), with refined lattice parameters

a = b = 4.38552(2) Å and c = 10.02277(8) Å. No structural phase transition was observed

between the temperatures. Preferred orientation was not required in the refinement.

3.3.2 Magnetic Structure

The magnetic structure of LiYbO2 is complex and must be considered on both average and

local length scales. Details of the investigations on WISH and D7 can be found in this
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Figure 3.3: Rietveld refinement of the I41/amd structure (origin setting 2) to high-resolution

NPD data collected on D2B at 4 K (RF = 1.59%, χ2 = 8.73).

Atom Site x y z B (Å2)

Yb 4a 0.0 0.75 0.125 0.06(2)

Li 4b 0.0 0.75 0.625 0.9(1)

O 8e 0.0 0.25 0.3514(1) 0.26(3)

Table 3.1: Refined structural parameters for LiYbO2 from D2B data collected at 4 K. Atom

co-ordinates are shown according to origin setting 2 of the I41/amd structure, with refined

lattice parameters, a = b = 4.386542(3) Å and c = 10.0205(1) Å.

section, but first to summarise the key findings:

1. Below 450 mK there is an incommensurate helical phase which locks into place with

k = (0.3915(2),±0.3915(2), 0), µorder = 0.63(1) µB and relative phasing of the sublat-

tices, ϕ = 1.15(5) π. The phasing confirms LiYbO2 maps onto the J1-J2 Heisenberg

model on an elongated diamond lattice and k = (δ,±δ, 0) has the correct form needed

to generate the spiral spin liquid phase.
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2. Between 450 mK and 1.2 K there is an intermediary helical phase. This phase also

consists of an incommensurate helical state where k and µorder evolve as a function of

temperature but the phasing of the sublattices remains constant, ϕ = 1.15(5) π.

3. Correlated short-range magnetic order exists between 50 mK and 5 K, which collect

into fluctuating spin spirals as evidenced by the experimental signature of the spiral

spin liquid—a continuous ring of diffuse scattering.

4. Paramagnetic behaviour is observed above 25 K.

3.3.2.1 Locked-In Incommensurate Helix, T < 450 mK

Below 450 mK there are several magnetic Bragg peaks that may be indexed by an incommen-

surate helical phase. Figure 3.4a) and b) show the Rietveld refinement of this model against

the isolated magnetic scattering at 80 mK on WISH, where the propagation vector was refined

to k = (0.3915(2),±0.3915(2), 0). The corresponding ordered moment, µorder = 0.63(1) µB is

only 40 % of the full expected moment size, µorder = gSeff µB = 1.5 µB assuming Seff = 1/2

and g = 3 [46]. An equivalent set of helical moments exists on each sublattice, represented

by the blue and orange moments in Fig. 3.4c), but are related by a fixed phase angle,

ϕ = 1.15(5) π. Refinements as a function of temperature have no variation below 450 mK

in either k or µorder (Fig. 3.6b) and c), respectively) and therefore this phase is referred to

as being locked-in.

Whilst the pursuit for a spiral spin liquid on a diamond lattice has been explored

for many years, the extension to include elongated lattices is a relatively new one [45, 46,

198]. Previous characterisation of LiYbO2 discounted its candidacy due to the phasing

between sublattices, ϕ = 0.58 π, not being in agreement with the theoretical prediction

of ϕ = π [46]. However, the refinement of the phase angle in this work, ϕ = 1.15(5) π,

is in agreement with the prediction and therefore verifies that LiYbO2 maps onto the J1-
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Figure 3.4: Rietveld refinement of the magnetic structure of LiYbO2 against data collected

on WISH. Magnetic only scattering at 80 mK (blue) has been isolated by subtracting the

nuclear contribution at 5 K, excluded regions are shown in grey. Fit is shown by the blue line,

difference curve in dark blue and magnetic Bragg peak positions by the orange tickmarks.

a) Banks 2 - 9 (RF,mag = 13.1 %, χ2 = 3.06) and b) banks 3 - 8 (RF,mag = 10.9 %, χ2 = 3.24).

c) The refinement describes a locked-in incommensurate helical magnetic structure with

k = (0.3915(2),±0.3915(2), 0) and relative phasing of the sublattices, ϕ = 1.15(5) π. Trailing

moments are shown propagating in the [1 1̄ 0] direction.
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J2 Heisenberg model on an elongated diamond lattice. In previous experimental studies,

this mis-assignment of ϕ was very likely due to the experimental setup as Bordelon et al.

performed neutron scattering measurements under an applied magnetic field [46]. These

measurements are notoriously difficult on a powder sample, and so it is convention to press

the powder into a pellet to limit the movement of the powder particles under the applied field.

Subsequently, a significant preferred orientation correction was required during the analysis

of the zero field neutron scattering data, and directly impacted the refinement of the phase

angle, ϕ. All measurements in this chapter were performed on loose powders, therefore,

preferred orientation is not an issue. This is confirmed in Figs. 3.3 and 3.12 that a good

fit of the chemical structure can be achieved without any additional preferred orientation.

Additionally, the magnetic structure is best described by k = (δ,±δ, 0) which is the correct

form of k required to generate the spiral spin liquid phase. The ratio of exchange parameters

determined for this helical structure, J1 = ±1.343(4)J2 > 0 (J1 = ±4cos(0.391π)J2) places

LiYbO2 directly within the spiral spin liquid phase. Therefore, I propose that LiYbO2 is the

first material to fulfil experimentally all of the conditions required for the observation of the

spiral spin liquid in the J1-J2 Heisenberg model on an elongated diamond lattice.

3.3.2.2 Evolving Incommensurate Helix, 450 mK < T < 1.2 K

In addition to this spiral spin liquid ground state, time-of-flight neutron powder diffraction

data reveal an intermediary phase exists between 450 mK and 1.2 K. This phase is very

similar to the one described below 450 mK but has an evolution with temperature. An

example Rietveld refinement is shown in Fig. 3.5a) and b) with data collected at 800 mK,

where k was refined to k = (0.3901(1), ±0.3901(1),0) and µorder = 0.49(1) µB. Figure 3.6a)

highlights the evolution of this phase by the change in peak position and intensity of the

(0+δ, 0±δ, 0) magnetic Bragg peak. Refinement as a function of temperature revealed three

key conclusions about the phase:
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Figure 3.5: Example Rietveld refinement (800 mK) of the magnetic structure of LiYbO2 in

the intermediary ordering phase where k and µorder vary as a function of temperature. a)

Banks 2-9 (RF,mag = 7.49 %, χ2 = 3.03) and b) banks 3-8 (RF,mag = 10.9 %, χ2 = 2.88).

Magnetic only scattering at 80 mK (blue) has been isolated by subtracting the nuclear

contribution at 5 K, excluded regions are shown in grey. Fit is shown by the blue line,

difference curve in dark blue and magnetic Bragg peak positions by the orange tickmarks.
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Figure 3.6: a) Evolution of the (0 + δ, 0 ± δ, 0) magnetic Bragg peak over the range 0.4 ≤

T ≤ 1.2 K. Summary of the refined parameters, b) propagation vector k varies but takes the

form k = (δ,±δ, 0) with |δ| summarised here, c) ordered moment size, µorder reduces to zero by

1.2 K and d) phasing between Yb-sublattices, ϕ (π) is constant as a function of temperature.

All data points are coloured according to the colour bar on the right. Blue dashed regions,

T ≤ 450 mK represent the locked-in incommensurate region, where no change in δ or µorder

occurs.
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1. The propagation vector varies but always takes the form k = (δ,±δ, 0) with |δ| being

summarised in Fig. 3.6b)

2. The ordered moment size, µorder, gradually reduces to zero by 1.2 K (Fig. 3.6c)).

3. The phase angle between sublattices, ϕ = 1.15(5) π remains constant as a function of

temperature (Fig. 3.6d)).

Therefore, this intermediary phase still fulfils the requirements of the spiral spin liquid phase.

3.3.2.3 Short-Range Correlations, 50 mK < T < 5 K

Whilst from an average-structure perspective the spiral spin liquid phase in LiYbO2 has now

been confirmed, a remaining question is to understand why the experimentally determined

moment size is significantly reduced in comparison to the full ordered moment. A spiral spin

liquid is by definition a correlated paramagnetic state with moments collectively fluctuating

as spin spirals throughout reciprocal space. The defining experimental signature of these

correlated fluctuations is a broad continuous ring of magnetic neutron scattering [192]. Thus

it seemed plausible that the remaining missing moment must be contained within these

spin spiral fluctuations, which will give the characteristic diffuse scattering of the spiral spin

liquid.

The time-equal magnetic cross-sections measured on D7 are presented in Fig. 3.7

and have been vertically shifted by 0.3 b/ster./f.u. for clarity. Underneath the magnetic

Bragg peaks at 50 mK and 800 mK, there is significant structure in the diffuse scattering.

This structure describes the correlated short-range magnetic order within LiYbO2. Most

prominent is the broad bump centred around Q = 1.1 Å−1 which has virtually no change in

size or shape between 50 mK and 1.5 K. Structured diffuse scattering is observed up to 5 K,

higher than the onset of broad features in previous specific heat measurements which are

generally associated with the the formation of short-range correlations [46]. Interestingly,
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Figure 3.7: Magnetic contribution of experimental powder scattering data from D7. At

50 mK and 800 mK, there are a mixture of magnetic Bragg and structured diffuse scattering.

Together these features confirm the co-existence of long- and short-range magnetic order in

LiYbO2. Fits produced from a RMC SPINVERT + Bragg calculation are shown by the solid

lines at 50 mK and 800 mK, SPINVERT only between 1.5 K and 25 K, and an analytical

approximation of a magnetic form factor for Yb3+ ions at 25 K by the dashed line. Positions

of magnetic Bragg peaks assuming k = (0.4, ±0.4, 0) are shown by the orange tickmarks.

Data have been vertically shifted by 0.3 b/ster./f.u. for clarity.
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these broad features are also visible in the temperature subtracted data from WISH (Figs.

3.4 and 3.5), but not visible in the previous neutron scattering measurements from Ref. [46].

The reason for this is twofold; firstly the signal from the magnetic diffuse scattering is very

weak and with the added background from the vertical 5 T magnet, the diffuse scattering

was likely absorbed into the background. Secondly, in Ref. [46] the magnetic intensity

was isolated via temperature subtraction with 1.5 K being used as the high-temperature

paramagnetic data set. However, 1.5 K remains within the short-range correlations regime,

and therefore is not a good approximation for isolating the whole magnetic signal. Due

to the broad and weak nature of diffuse scattering, diffuse features are best isolated via

polarisation analysis on an instrument such as D7, as the effects of temperature subtraction

are not applicable.

Although acting across different length scales, the helical order that gives the magnetic

Bragg peaks and the short-range order from the correlated fluctuations that give the diffuse

features cannot be considered as independent from each other. Therefore, data at 50 mK

and 800 mK were modelled using a modified version of SPINVERT in order to simultaneously

fit the magnetic Bragg and diffuse features [119, 121]. SPINVERT + Bragg fundamentally

runs differently to SPINVERT as the best results generally occur when starting the calcu-

lation from the fully ordered magnetic structure as opposed to a random seed (Appendix

Fig. 3.14a)). Subsequently, one challenging aspect of this analysis was the incommensurate

nature of the magnetic structure, as the RMC methods which underpin SPINVERT rely on pe-

riodic boundary conditions to generate a supercell. The incommensurate propagation vector,

k = (0.3915(2), ±0.3915(2), 0), however, is close to two commensurate propagation vectors;

k = (0.4, ±0.4, 0) meaning there are two complete rotations of the helix in 5× 5× 1 unit

cells, and k = (0.375, ±0.375, 0) with three complete rotations of the helix in 8× 8× 1 unit

cells. A pseudo-magnetic unit cell was constructed with commensurate boundary conditions

in MATLAB by calculating the helical moment distribution with Eq. 3.1 [205]

ml = m0

∑
[cos(k ·Rl + ϕ) · ûk + sin(k ·Rl + ϕ) · v̂k] (3.1)
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which describes the vectors for the orientation of each moment, ml, that are rotating within

the (ûk, v̂k) plane by an angle of k · (Rl−Rl′) when moving from unit cell l′ to l. The atomic

co-ordinates of the magnetic Yb3+ ions are given by R, the periodicity by the propagation

vector, k, m0 is an arbitrary scaling factor and ϕ is the phase shift. The best configuration

was found to be a 10×10×4 supercell constructed from the k = (0.4,±0.4, 0) approximation

as this prevented overfitting the data and was an adequate range to calculate spin correlations

over (Appendix Fig. 3.14b)). Moments were allowed complete rotational degrees of freedom

as constraining the spin dimensionality to only allow for conical motion did not improve the

quality of the fit. In SPINVERT + Bragg there are separate cost functions associated with

the ordered (order) and diffuse (weight) calculations, and it was found that the cost function

associated with the ordered structure needed to be strongly constrained in order to fit the

data. Although strongly constrained, the long-range ordered magnetic structure is not fixed

because otherwise there would be no diffuse contribution to the calculation. In total the

supercell contained 6400 Yb3+ spin vectors with empirical weighting factors, weight= 10

and order = 4000. The resolution function of D7 was fixed at U = 2.2, V = −4.07 and

W = 3.93, as determined for the wavelength, λ = 4.8 [113]. All refinements used single-spin

flip dynamics and the χ2 converged within 100 proposed flips per spin. Refinements starting

from a random seed (order = 0) were not able to fit all the Bragg peaks in the 50 mK and

800 mK data (Appendix Fig. 3.14a)).

Data at 1.5 K and 5 K were fit using SPINVERT. The main difference to the fit was

a lowering in the supercell size to 6 × 6 × 3, which is a natural decision as there are fewer

features within the data. The other parameters associated with the diffuse calculation, such

as weight and anisotropy, were kept constant from before.

The resultant fits are shown in Fig. 3.7 and emulate the main features of the data

extremely well. The scale factor from SPINVERT is classically related to the moment size

from Eq. 1.21. Through the SPINVERT + Bragg analysis the moment was separated into

the proportion arising from the helical order and short-range order, and these values are
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T (K) WISH D7

µorder (µB) µorder (µB) µdisorder (µB) µtotal (µB)

base 0.63(1) 0.80(1) 1.80(1) 2.60(1)

0.8 0.49(1) 0.67(2) 1.92(2) 2.59(2)

1.5 - - 2.73(2) 2.73(2)

5 - - 2.74(2) 2.74(2)

25 - - 2.76(2) 2.76(2)

Table 3.2: Summary of experimental magnetic moments, µorder from Rietveld analysis on

WISH and µ split into long-range helical ordered, µorder and correlated short-range ordered,

µdisorder components from SPINVERT + Bragg analysis on D7.

summarised in Table 3.2. Thus, it can be shown that the full expected moment of LiYbO2 can

be obtained through the simultaneous refinement of magnetic Bragg and diffuse scattering.

It should be noted, that the moment sizes from the analysis of the WISH and D7 data are

not directly comparable due to the definition used, Rietveld: µ2 = g2S2
effµ

2
B and SPINVERT

+ Bragg: µ2 = scale = g2Seff(Seff + 1)µ2
B. Assuming both have an effective spin, Seff = 1/2

and g = 3 [46], a full moment size of µ = 1.5µB for WISH and µ = 2.6µB for D7 is

expected. At base temperature, µorder accounts for 40% and 30% of µeff for the WISH

and D7 analyses, respectively. The differences between the two methods is likely due to

the incommensurate-commensurate approximation in the SPINVERT + Bragg analysis. For

example, the k-approximation results in peak shifting at Q = 0.8 Å−1 and peak splitting

at Q = 2.2 Å−1, causing a slight underfit of some of the magnetic Bragg reflections. This

is a limitation of the RMC analysis at this time, but given the complexity of the magnetic

structure, and the agreement with the WISH results, the moment sizes presented here are

likely an accurate description of the system.
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3.3.2.4 Paramagnetic, T > 25 K

Further increasing the temperature to 25 K leads to a collapse of the diffuse structure within

the magnetic scattering, indicating the transition to a paramagnetic state. The 25 K data

have been fit two ways; firstly using an analytical approximation of Yb3+ ions (Eq. 1.13)

[206], and secondly by SPINVERT, shown by the dashed and solid lines, respectively in Fig.

3.7. For the analytical approximation it was assumed that the system was in an effective

Seff = 1/2 state with g = 3. The Seff = 1/2 assumption is valid due to the integration

window of D7 (−20 ≤ ∆E < 3.5 meV) being well below the previously observed CEF

excitations [46]. The fit has reasonable agreement with the data but the data do not have a

true magnetic form factor dependence since the scattering is very flat. Here, it is assumed

that this is due to the additional orbital contributions to the total angular momentum [46].

Furthermore, in many rare-earth systems it can be necessary to calculate the magnetic form

factor to higher orders (j2 and j4) however this did not give a significant improvement to

the fit. Data were also fit using SPINVERT with a relaxed supercell of 2 × 2 × 1 unit cells.

This yielded an effective moment, µeff = 2.76(2) µB which is in agreement with previously

reported susceptibility results [46] and the associated paramagnetic moment at Q = 0 Å−1 of

µeff = 2.6(1) µB. Analysis of the scale factor from SPINVERT with Seff = 1/2 gave g = 3.20(5),

verifying the assumption used in the analytical approximation.

3.3.3 Single-Crystal Simulations

Reconstructions of single-crystal magnetic neutron diffraction patterns were calculated by

SCATTY from fits to the experimental powder data at 50 mK. Figure 3.8a) shows the (h k 0)

plane and reveals strong magnetic intensity at the expected incommensurate magnetic Bragg

positions. Due to the calculation method of the single-crystal scattering plane, the magnetic

Bragg peaks appear to be artificially broadened in the simulation. The (h h l) plane, a slice

diagonally through the (h k 0) plane, is shown in Fig. 3.8b), where a faint ring of diffuse
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Figure 3.8: Reconstructions of single-crystal magnetic scattering from analysis of the powder

data using SPINVERT + Bragg and SCATTY at 50 mK. In the a) (h k 0) plane, strong magnetic

Bragg peaks are observed at incommensurate Bragg positions and b) the (h h l) plane reveals

the signature of the spiral spin liquid, a continuous diffuse ring of scattering. Left: total

scattering calculation and right: magnetic Bragg peaks have been excluded to show the

diffuse ring more clearly. Intensities have been normalised to absolute units according to the

colour bars.

scattering, representing the contoured spiral surface, can be seen. Since the intensity of

the magnetic Bragg peaks dominates, on the right, the satellites have been removed from

the calculation leaving the diffuse ring clearly visible. This is the expected manifestation

of the spiral spin liquid in single-crystal diffuse neutron scattering measurements [192], and

therefore, further confirms that the analysis and interpretation of the magnetic ground state

of LiYbO2 is that of a spiral spin liquid.

3.3.4 Spin Correlations

Figure 3.9a) shows the radial spin-spin correlation function, ⟨S(0)·S(r)⟩, calculated by

SPINCORREL at 50 mK for LiYbO2. Correlations have been split to show those that act
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Figure 3.9: a) Radial spin-spin correlations, ⟨S(0)·S(r)⟩ as a function on interatomic distance,

r, calculated by SPINCORREL at 50 mK. Blue circular and yellow triangular markers are

correlations within and between Yb-sublattices, respectively. b) Predicted correlations from

a long-range helical structure. c) Spin correlations can be separated into the proportion

of the correlation from the ordered (closed) and diffuse (open) structure. d) Schematic of

magnetic structure, where a key FM correlation along the c-axis (starred in a), b) and c)).
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within and between Yb-sublattices with the blue circular and yellow triangular markers,

respectively. The correlations at 50 mK have, in general, good agreement with the predicted

correlations from a long-ranged ordered helical state as shown in Fig. 3.9b). This suggests

that a helical structure is an appropriate description of the ordered magnetic structure in

LiYbO2. Additionally, by considering the expected behaviour of correlations, the correla-

tions output from SPINCORREL can be checked to make sure they make physical sense. For

example, the first nearest neighbour correlation acting directly along the tetragonal c-axis,

r = 10.02 Å is shown in Fig. 3.9d) and should be completely ferromagnetically coupled.

Figure 3.9a) and b) show that this is one of the most strongly ferromagnetically coupled

correlations within the set, verifying the expected behaviour.

Figure 3.9a) shows the total correlation at 50 mK, but each correlation can be broken

down further to show the proportion originating from the long-range ordered and short-

range diffuse structures by the closed and open markers in Fig. 3.9c), respectively. In most

cases at 50 mK, the ordered magnetic structure dominates and has excellent agreement with

the predicted correlations from a fully ordered helical structure. However, there are some

exceptions. The first correlation, r = 3.33 Å, has a significant diffuse component and as this

describes the first nearest-neighbour interaction between sublattices (J1 in Fig. 3.1b)) may

be related to the phasing of the sublattices. Additionally, the correlation at 7.5 Å has equal

and opposite magnitudes of ordered and diffuse components, giving the impression the total

correlation has no magnitude.

Examining the ordered and diffuse contributions to the correlation as a function

of temperature reveals that they have different behaviours, specifically that the diffuse

component is largely temperature-independent but the ordered component is temperature-

dependent. This is demonstrated in Fig. 3.10a) with correlations that have a dominant

diffuse contribution (reds) and dominant ordered contribution (blues). The diffuse and or-

dered contributions are shown by the open and closed markers, respectively. As illustrated

here, the behaviour is the same regardless of which ordering term dominates, the diffuse
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Figure 3.10: a) Correlations as a function of temperature where ordered and diffuse contri-

butions are represented by closed and open markers, respectively. Diffuse contributions are

largely temperature-independent whereas ordered contributions are temperature-dependent.

b) Normalised intensity of total correlations to their value at 50 mK as a function of tem-

perature, which highlights how the correlation strength and length develop. Correlations

have been selected as they have a strong ordered contribution. r = 10.94 Å is starred as it

is the only correlation in this group that changes from predominantly antiferromagnetic to

ferromagnetic at 1.5 K. In both figures, lines are added as a guide to the eye.

stays roughly constant between 50 mK and 1.5 K, but the ordered component has a large

temperature dependence. This quantifies the observations in the D7 powder scattering data,

as the diffuse scattering remains relatively unchanged between 50 mK and 1.5 K, but helical

magnetic order develops below 1.5 K.

To understand this temperature dependence better, a number of correlations with a

strong ordered contribution have been normalised to their maximum value at 50 mK in Fig.

3.10b). At 800 mK, the strength of most correlations has dropped to 80 % of their nominal

value, which is similar to the ratio by which the ordered moment diminishes in the Fullprof

and SPINVERT + Bragg analysis. At 1.5 K however, the rate of decay varies significantly
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with longer correlations generally dying off faster than shorter correlations. An exception is

the correlation at r = 10.94 Å (orange triangle) but this is the only correlation in this group

that switches from dominant antiferromagnetic to ferromagnetic exchanges at 1.5 K. These

results prove that not only does the correlation strength weaken as a function of temperature

but also the correlation length shortens. Generally this can be associated with the transition

from long- to short-range magnetic order.

3.3.5 Discussion

The results in this chapter are significant as I have shown for the first time that the elon-

gated diamond lattice is an experimentally accessible route to achieving a spiral spin liquid

ground state. To date, only LiYbO2 [46, 200] and NaCeO2 [198] have been explored within

the context of the J1-J2 Heisenberg model on an elongated diamond lattice, but their differ-

ing ratios of exchange parameters led to the formation of distinct magnetic ground states.

LiYbO2 candidacy as a spiral spin liquid was previously discounted, the reasons for which I

will explain in comparison with this work now [46, 200].

3.3.5.1 Realising the Model: The Power of Preferred Orientation

There are three conditions required to confirm a spiral spin liquid phase: (1) the phase

angle, ϕ, between magnetic sublattices is equal to π, (2) a propagation vector of the form

k = (q, q, 0) and (3) a ratio of exchange parameters of −4 < J1/|J2| < 4 [46]. Previous

analysis confirmed conditions (2) and (3) through neutron scattering measurements, but

found the phase angle in condition (1) to be only ϕ = 0.58 π [46]. However, the refinement

of ϕ = 1.15(5) π in this work is consistent with condition (1) and therefore verifies that

LiYbO2 can map onto the J1-J2 Heisenberg model on an elongated diamond lattice [45, 46,

77]. As discussed earlier, this mis-assingment of ϕ very likely came from the need to pelletise
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Figure 3.11: Effect of changing the phase angle, ϕ between sublattices. a) Reproduction of

results from Ref. [46] which includes a significant preferred orientation correction and b)

without preferred orientation. In both figures, ϕ is given by the colour bar on the right and

the insert shows the average phase model.

the sample for in-field neutron scattering measurements. Subsequently the refinement of the

chemical structure required a significant preferred orientation correction that unknowingly

redistributed the intensity of the magnetic Bragg peaks.

A key example of this effect is seen in the intermediary ordered phase between 450 mK

and 1.2 K. Previously, the intermediary phase was described by a complex and unusual

disordered incommensurate helical state. In this model both k and µorder had been fixed to

their values determined below 450 mK, but the phasing of the sublattices, ϕ was changed.

This produces various constructive and destructive interference of the peaks. The scattering

was simulated over 10 of these arbitrary phase angles and the average was used to fit the

data. A reproduction of this analysis is shown in Fig. 3.11a) with the effect of changing

the phase angle in the main figure and the insert showing the average used to fit the data.

However, it is not possible to reproduce this analysis without preferred orientation. The

same simulations with no preferred orientation gives the results shown in Fig. 3.11b), where

the average in the insert is clearly very different to the originally proposed model and does
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not have good agreement with the data.

In light of this analysis, the intermediary phase between 450 mK and 1.2 K has been

re-evaluated so as to remove the need for preferred orientation by measuring all samples

on a loose powder. WISH data from Fig. 3.6a) shows a clear evolution in the position

and intensity of the (0 + δ, 0 ± δ, 0) magnetic Bragg peak as a function of temperature.

This suggested that it was the propagation vector, k and ordered moment size, µorder that

were changing, not the phase angle. Rietveld refinement confirmed this hypothesis, with

the much simpler model proposed during this chapter having very good agreement with the

experimental data. The preferred orientation also affected the refinement below 450 mK,

which is why, when the need for preferred orientation is removed by measuring loose powders,

ϕ is now in agreement with the theoretical prediction.

3.3.5.2 The Lifetime of a Spiral Spin Liquid and their Relationship to Experi-

mental Probes

Very few examples of spiral spin liquids on any lattice have been confirmed [189, 190, 192].

As such, there are many fundamental questions about this exotic magnetic ground state

that still need answers, for example, why do the moments choose to fluctuate in this manner

and how long do the fluctuations exist for? In order to understand the true nature of the

spiral spin liquid, a combination of experimental probes are therefore required. LiYbO2 has

been studied with high resolution and diffuse neutron scattering in this work, magnetometry

and inelastic neutron scattering [46] and muon spin relaxation (µSR) [200] by others. These

results are all connected but some differences are observed which are related to the timescales

of the fluctuations versus the experimental probes.

Specific heat measurements in zero field observed three features, a broad peak indica-

tive of short-range correlations below 2 K, and two sharp peaks at 1.13 K and 450 mK [46].

The peak at 1.13 K corresponds to a rapid increase in the zero-field muon depolarisation
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rate in the µSR measurements [200], and the onset of magnetic Bragg peaks in the WISH

data. This can be interpreted as the formation of the spiral spin liquid phase. The second

transition in the specific heat, at 450 mK [46] corresponds to the point in the neutron diffrac-

tion data where the propagation vector, k, and ordered moment size, µorder, change from

evolving as a function of temperature to being constant. This is described as a locking-in of

the phase, but the fluctuations that form the spiral spin liquid are still persistent, which is

shown in the diffuse scattering data in Fig. 3.7. However, no such transition is observable

in the µSR results [200]. The transition in the µSR data is interesting, as it is characteristic

of a freezing system. This is likely an effect of the continual fluctuations of the spiral spin

liquid phase coupled with the disorder in the system, which will interfere with the muon

precession. Here, disorder is defined by the uncertainty in the propagation direction on the

doubly degenerate tetragonal axes, which is unresolvable on a powder sample. The µSR data

also show that the depolarisation rate is very fast (< µs) and so at the very limit of what

can be detected in this type of experiment. Interpreting this µSR data is complicated as the

muon depolarisation rate depends not only on the fluctuation rate of the sample’s internal

magnetic field, but also on its magnitude and distribution, which in turn will depend on the

muon stopping sites within the sample, which are not identified in Ref. [200]. Conversely,

the interaction time for a neutron with the sample is of the order of ps, which allows for

the assumption that the fluctuations are existing for long enough for the scattering to be

considered as elastic. This therefore suggests that the lifetime of the spiral spin liquid of

LiYbO2 exists on a timescale between ∼ 10 ps and < 1 µs, and although µSR can measure

the onset of this phase, the fluctuations are moving too quickly to capture the details of the

lock-in.
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3.4 Conclusions and Outlook

The J1-J2 Heisenberg model on an elongated diamond lattice predicts an intriguing spiral spin

liquid ground state that had not yet been experimentally realised. This chapter explored the

candidacy of LiYbO2 using high-resolution neutron powder diffraction and diffuse neutron

scattering measurements. The key conclusions from this chapter are summarised as follows:

• The phasing between Yb-sublattices, ϕ = 1.15(5) π is consistent with the prediction

from theory, ϕ = π [46]. This verifies that LiYbO2 maps onto the J1-J2 Heisenberg

model on an elongated diamond lattice.

• Helical magnetic order develops below 1.2 K with the propagation vector, k= (δ,±δ, 0).

This is the correct form of k needed to generate the spiral spin liquid phase.

• The ratio of exchange parameters, J1 = 1.343(4)J2 > 0, in the ground state is directly

within the spiral spin liquid regime (−4 < J1/|J2| < 4).

• The helical order undergoes a twostep ordering process. Firstly below 1.2 K, evolving

helical order is observed with varying |δ| in k = (δ,±δ, 0) and gradually increasing

ordered moment size, µorder. Then, below 450 mK, k (= (0.3915(2),±0.3915(2), 0))

and µorder(= 0.63(1) µB) lock into place. At all times below 1.2 K, the phase angle is

constant, ϕ = 1.15(5) π.

• Significant structure in diffuse scattering persists down to 50 mK. Reconstructions of

single-crystal diffraction patterns from the D7 powder analysis reveal the characteristic

ring of diffuse scattering in the (h h l) plane, confirming the spiral spin liquid ground

state in LiYbO2.

• The expected full magnetic moment was recovered by considering both magnetic Bragg

and diffuse scattering simultaneously in LiYbO2. This was determined through state-

of-the-art RMC spin simulations.
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• Analysis of spin correlations quantified observations in diffuse powder scattering data.

Temperature-dependent correlations were responsible for the helical order and temperature-

independent correlations contribute to the short-range diffuse structure.

The next direction for LiYbO2 is to confirm these experimental findings with mea-

surements on a single-crystal sample. The results presented in this chapter are at the very

forefront of analysis for powder magnetic diffuse scattering and showcase the capabilities of

RMC modelling in a partially ordered system. Conclusive evidence for the spiral spin liquid

however, is only achievable within a single-crystal diffuse neutron scattering study through

the direct observation of the continuous spiral contours in the (h h l) plane. Another experi-

mental aim would be to directly measure the exchange parameters in a single-crystal inelastic

neutron scattering measurement, to verify the ratio of J1/|J2| lies within the spiral spin liq-

uid boundary (−4 < J1/|J2| < 4). Powder inelastic neutron scattering has been attempted

before [46], however, this analysis was complicated by a number of factors including the low

magnetic signal from the Seff = 1/2 Yb3+ moments, the need for phonon subtraction and the

complexity of the magnetic ground state. Single-crystal measurements on the other hand,

should be able to resolve these issues and accurately establish the exchange parameters. In

addition, single-crystal neutron diffraction would be able to distinguish if the ordering plane

lies along the [1 1 0] or [1 1̄ 0] plane. This is currently unsolvable due to powder averaging

effects and the doubly degenerate tetragonal axes. If the ordering plane was found to be

changing and disordered, then this may explain the appearance of the freezing transition in

the µSR measurements [200].

Beyond LiYbO2 this work has shown that a new geometry, the elongated diamond

lattice, is experimentally able to host a spiral spin liquid ground state. The importance of

this cannot be underestimated. It has long been thought that structural distortions away

from the ideal diamond lattice were detrimental to the observance of the spiral spin liquid.

However, after the re-imagining of the J1-J2 Heisenberg model, and this experimental work,
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distorted diamond structures are now proven to be able to host this elusive phase. Other

candidate systems with similar stretching ratios include CeLiBi2 [207], NaNdO2 and NdGdO2

[208]. A currently unexplored theoretical question is the importance of the superexchange

pathway in attaining the spiral-spin liquid state. For example, KRuO4 [209] and KOsO4

[210], share a similar stretching ratio to LiYbO2 but have Néel ordered ground states. This

was thought to be due to their I41/a structure prohibiting the superexchange pathway across

the diagonal (J2b in Fig. 3.1a)), but this is considered a negligible interaction within the

model, so its lack of presence should not affect the final ground state. Additionally, given

the recent introduction of the elongated diamond lattice to the list of candidate systems,

a further research avenue would be to explore the robustness of the model in realising the

spiral spin liquid phase. For example, the only two materials which have been investigated

as candidates for the model, LiYbO2 and NaCeO2, both share the same I41/amd structure

and have an extreme elongation along the c-axis, c/
√
2a = 1.63, which is important as it

renders J2b negligible in strength. An interesting research question would be to explore the

tolerance in the stretch, and the relative importance of exchange interactions when selecting

new candidate systems.

3.5 Appendix

WISH

The refinement of the chemical structure of LiYbO2 at 5 K from WISH is shown in Fig. 3.12.

A very good refinement is achieved across all banks without preferred orientation, verifying

on a loose powder the assumptions in the main text are valid.
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Figure 3.12: Multi-bank refinement of the chemical structure of LiYbO2 on WISH at 5 K.

LiYbO2 (orange) and the Li2CO3 impurity (yellow, 2.2 %) were refined via the Rietveld

method, instrumental contributions from copper (light grey) and aluminium (dark grey)

were refined using the Le Bail method. The results from this structural refinement were

used in the subtraction to isolate the magnetic scattering.
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D7 Calibration

Since there was no change in the NC scattering between 5 K and 50 mK, the structural infor-

mation obtained through the D2B refinement of the average chemical structure at 4 K could

be used as a precise normalisation for all the D7 refinements. The absolute normalisation

was checked through Rietveld refinement (Fig. 3.13) where the only parameters refined were

the scale factor and zero-shift of the instrument. The absolute normalisation was found to

be a little low, ∼ 0.66 following the conversion of the arbitrary scale factor, 0.229(3) from

Mag2Pol. Ideally, this value should be within 10 % of 1 if the absolute normalisation is

correct. This underestimation is most likely due to a change in the flux during calibration

measurements which dropped the flux by around 1/3. Consequently, the data and derived

parameters presented in this work are scaled according to the value found from Rietveld

refinement of the data, 0.66.
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Figure 3.13: Rietveld refinement of NC cross-section from D7 at 50 mK (RF = 1.01 %, χ2 =

284.18).
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SPINVERT + Bragg

The choice of the starting configuration in SPINVERT + Bragg is important for getting a

good fit of the data. Figure 3.14a) shows the difference between calculations starting from

the helical ordered structure (dark blue) and a random seed (orange). The calculation
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Figure 3.14: SPINVERT + Bragg fits with different conditions. a) Comparison of starting

from the long-ranged ordered magnetic structure (dark blue) and a random configuration of

moments (orange). b) Comparison of different commensurate k approximations, 10× 10× 4

for k = (0.4,±0.4, 0) (dark blue) and 16× 16× 7 for k = (0.375,±0.375, 0) (orange).
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starting from a random seed particularly fails to pick up the first magnetic Bragg peak at

Q = 0.8 Å−1. Furthermore, the fit is very noisy around the diffuse regions, this is likely

due to removing the cost function associated with the long-ranged structure, leaving the

fit less constrained and therefore accepting more bad moves. Few examples of SPINVERT +

Bragg analysis exist so the fact that it fails to converge on the correct long-range magnetic

structure may be due to the complexity of the helix.

Additionally, the choice of commensurate approximation is also an important consid-

eration as highlighted in Fig. 3.14b). Changing the propagation vector, even slightly, can

cause a large shift in the peak positions and relative intensities. The 16 × 16 × 7 supercell

is constructed from the k= (0.375,±0.375, 0) approximation and the intensity of the peaks

is worse in all cases, particularly around the central peak at Q = 1.2 Å−1 which has almost

complete destructive interference. This is not too dissimilar from a Rietveld simulation of

this propagation vector against the data. Reducing the supercell to 8× 8× 3 unit cells, only

gives ∼ 10 Å radial range for calculating correlations which is not sufficient to get a reliable

estimate of how the correlations behave.
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Chapter Four

Local Chemical and Magnetic Order in

the Two-Dimensional Spin Glass,

Mn0.5Fe0.5PS3

4.1 Introduction

The pursuit of two-dimensional materials continues to fascinate the scientific community

due to the wide range of potential applications lower dimensional structures open up, from

nanocatalysis to spintronics [211–215]. The discovery of the most famous low-dimensional

material, graphene, was particularly captivating as upon exfoliation an astonishing amount

of new physics existed on its two-dimensional honeycomb layers [216–220]. Subsequent ex-

plorations into other materials that may be exfoliated down to a monolayer followed [221].

Whilst many researchers extensively studied their materials chemical and electronic proper-

ties, examples of two-dimensional magnetic materials remained relatively scarce [222, 223].

This may be due to the fact that until very recently, the Mermin-Wagner theorem suggested

that magnetism could not exist in two-dimensional systems in a conventional sense [48–51].

However, this appears to be a missed opportunity, as there is now evidence that a huge array
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of exotic magnetism can exist in low-dimensional compounds [221]. In certain cases, com-

bining these low-dimensional materials with external stimuli, for example the application of

pressure, has the potential to form unconventional magnetic states of matter that are rarely

encountered in their bulk counterparts [57, 224, 225]. One particularly interesting family of

materials with a chemical structure similar to graphene, that may also be magnetic, are the

layered metal thiophosphates, MPS3.

The MPS3 compounds adopt a monoclinic C2/m structure in which the transition-

metal ions (M) are arranged in honeycomb networks within the ab-plane (Fig. 4.1a)) [226,

227]. The transition-metal ions are octahedrally co-ordinated by sulphur atoms with a pair

of phosphorous atoms found at the centre of each honeycomb ring. Figure 4.1b) shows that

these layers are weakly held together by van der Waals interactions and stacked in an ABC

sequence, similar to the CdCl2 structure [227]. Most MPS3 compounds have well separated

layers, with no cations occupying sites in the van der Waals gap, and for first row transition-

metal ions a characteristic gap of 3.24 Å between the layers [226]. One of the most compelling

reasons to study the MPS3 family is the flexibility of the chemical structure, and in turn

a) b)

M
P
S

Figure 4.1: The MPS3 compounds adopt a monoclinic C2/m structure. a) Edge sharing

octahedra of transition-metal ions form honeycomb rings in the ab-planes and are b) weakly

bound by van der Waals interactions along the c-axis.
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manipulation of their physical characteristics. Any transition-metal with a charge of +2

can be substituted into the honeycomb and the sulphur can be switched for other elements

like selenium [55]. Substitution of various magnetic transition-metals have been shown to

produce magnetic structures with very different ordering types and anisotropies [59, 228–

230]. Additionally, since the layers are held together only by van der Waals interactions, there

have been studies where the layers have been intercalated with Li for possible battery use

[231, 232], or delaminated down to a single monolayer [233–235]. Because of this, the family

has been likened to graphene, but with the additional benefit or retaining its magnetisation

after delamination. Conversely, with the application of pressure, the structure undergoes

an insulator-metal transition which has been found, in some instances, to produce high-

temperature superconducting states. [57, 236, 237].

The magnetic character of two members of the MPS3 family, MnPS3 and FePS3,

have been well studied previously [59, 229, 238, 239]. Both are quasi-two-dimensional an-

tiferromagnets, with relatively high magnetic ordering temperatures (MnPS3, TN = 78 K,

FePS3, TN = 120 K), but this is where the similarities stop. In MnPS3, all the nearest-

neighbours are coupled antiferromagnetically within the ab-plane and ferromagnetically

along the c-axis (Fig. 4.2a)) . Whereas in FePS3, there are two ferromagnetic neighbours and

one antiferromagnetic neighbour for every Fe2+ ion creating zigzag chains in the ab-plane,

and the layers are coupled antiferromagnetically along the c-axis (Fig. 4.2b)). Therefore,

MnPS3 has a k = 0 magnetic propagation vector, whereas FePS3 has k = (0 1 1
2
). Addition-

ally, MnPS3 is well modelled by a Heisenberg Hamiltonian with isotropic moments, whilst

the moments in FePS3 are more appropriately described as Ising-like and highly anisotropic.

Creating a solid-solution of MnPS3 and FePS3, which have these distinct long-range

ordered magnetic structures, therefore has the potential to generate a highly frustrated sys-

tem. Specifically, the Hamiltonian determined from inelastic neutron scattering shows that

assuming J > 0 is ferromagnetic, the first nearest-neighbour exchange interaction in MnPS3

is antiferromagnetic, J1 = −0.77 meV [56], and ferromagnetic in FePS3, J1 = 1.46 meV [59]
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a) b)

MnPS3 FePS3

Figure 4.2: Long-range ordered magnetic structures of a) MnPS3 where all nearest-

neighbours are coupled antiferromagnetically in the ab-plane and ferromagnetically between

the layers [229], and b) FePS3 where each Fe2+ ion has two ferromagnetic neighbours and

one antiferromagnetic neighbour in the ab-plane, but the moments are coupled antiferromag-

netically between the planes [59]. In both cases, coupling between the planes is very weak

compared to the direct and superexchange intraplanar interactions.

(Fig. 4.3a) and b)). The frustration may then be further compounded by the competition

between spin and exchange anisotropies that exist between the two end members. Moreover,

since the ionic charge and radius of Mn2+ and Fe2+ ions are similar, maximal compositional

disorder between the two ions is expected to induce a spin glass phase [37]. Previous mag-

netisation and specific heat capacity measurements determined the phase diagram of the

Mn0.5Fe0.5PS3 series as shown in Fig. 4.3c) [240]. At either end of the series are the long-

range ordered antiferromagnetic (AF) states as described earlier. Between 0.2 < x < 0.45

and 0.6 < x < 0.8 there is an intriguing re-entrant spin glass (RSG) phase. In conven-

tional magnetic materials a paramagnetic state is usually observed at high temperatures,

but in an RSG instead of being in a paramagnetic state these compounds have an ordered

antiferromagnetic state at high temperatures, which upon cooling freeze into a disordered

magnetic state akin to a spin glass. The spin glass (SG) phase exists between 0.45 < x < 0.6,

when the differences in the spin and exchange anisotropies are in greatest conflict. Through
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Figure 4.3: Nearest-neighbour exchange interactions making up the Hamiltonian for a)

MnPS3 and b) FePS3 (J > 0 is ferromagnetic). c) Magnetic phase diagram for MnxFe1−xPS3

where antiferromagnetic (AF), re-entrant spin glass (RSG), spin glass (SG) and paramag-

netic (Para) phases have been determined [240].

these magnetisation measurements, the spin glass transition was confirmed at Tg = 35 K.

The other key ingredient in the spin glass—compositional disorder— has been verified using

Mössbauer spectroscopy [241].

Concerning Mn0.5Fe0.5PS3 however, there is still a lot to be understood about the

proposed spin glass phase. For example, are the Mn2+ and Fe2+ ions completely randomly

mixed within the honeycomb layers, or do they form a correlated short-range chemical order

that impacts the magnetism? Furthermore, do the different ordering types of the parent com-

pounds, MnPS3 and FePS3, influence the magnetic behaviour of the mixed, Mn0.5Fe0.5PS3

compound? These questions will be explored in this chapter through the combination of

high-resolution neutron powder diffraction, magnetic susceptibility and diffuse neutron scat-

tering studies. This work has been published in Physical Review Materials [242].
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4.2 Experimental Methods

4.2.1 Synthesis

Samples of Mn0.5Fe0.5PS3 were prepared by Dr. Suhan Son at the Centre for Quantum

Materials at Seoul National University, Republic of Korea. Single crystals of Mn0.5Fe0.5PS3

were grown via a three-step process to maximise the homogeneous mixing of manganese and

iron constituents. Stoichiometric quantities of elemental powders - Fe (99.998 %, Alfa Aesar),

Mn (99.95 %, Alfa Aesar), P (red phosphorous, 99.99 %, Sigma Aldrich) and S (99.998 %,

Alfa Aesar) were ground under an argon atmosphere and sealed in quartz tubes, which were

filled with a 10 mbar Ar gas pressure. Quartz tubes used in each step had an 18 mm inner

diameter and were 100 mm in length. The sealed tubes were annealed at 500 oC for 2 days.

The powder from this initial heating stage was then reground in an Ar glove box. The

ground powder was sealed in a quartz tube as per the first synthesis step, and annealed at

600 oC for a further 2 days. Single crystals were grown from the powder via chemical vapour

transport. The powder was reground and loaded into quartz tubes with an iodine powder

flux agent (50 mg of I2 per 1 g of reactants). The tubes were filled to ∼ 10−3 mbar vacuum

using a molecular diffusion pump and sealed. The sealed tubes were placed in a two-zone

furnace and heated to 730 oC/630 oC over 12 hours and held for 7 days before cooling to

room temperature over 24 hours. The grown crystals formed shiny black flakes with typical

dimensions, 1 cm × 1 cm × 50 µm.

The sample stoichiometry and quality was confirmed with energy dispersive X-ray

(EDX) spectroscopy on a Bruker QUANTAX system combined with a scanning electron

microscope (COXEM, EM-30) and powder X-ray diffraction. EDX results revealed the

sample stoichiometry was 47(1) % and 53(2) % for Mn2+ and Fe2+ respectively. The quality

of single-crystals was verified via X-ray Laue diffraction, using an Imaging Plate X-ray

Diffraction (IP-XRD) Laue Camera (IPX Co. Ltd) which showed the high crystallinity
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of the crystals and that they adopted the expected C2/m structure.

4.2.2 Neutron Powder Diffraction

Constant wavelength neutron powder diffraction data were collected at room temperature

on the high-resolution D2B [202] diffractometer at the Institut Laue-Langevin. The incident

wavelength was λ = 1.594 Å, allowing the scattering to be measured over an angular range

of 10 < 2θ < 160 o. Refinements of the chemical structure were completed using the GSAS

[107] package. The powder used in these measurements was the powder produced from step

two of the growth process. Raw data can be accessed via Ref [243].

4.2.3 Magnetometry

Magnetisation measurements of single crystal samples were conducted in MPMS3 and MPMS

SQUID magnetometers, Quantum Design by Dr. Matthew Coak at Seoul National Univer-

sity. DC measurements were carried out in a 0.1 T applied magnetic field, in a ZFC and FC

cycle over a temperature range of 2 K to 300 K. To avoid strain, the sample was not held in

any epoxy or grease, and was instead held between sheets of plastic film. Raw data can be

accessed via Ref [244].

4.2.4 Diffuse Scattering

Single-crystal samples of Mn0.5Fe0.5PS3 were aligned in orientations parallel and perpendicu-

lar to the c*-axis on the three-axis spectrometer IN3 at the Institut Laue-Langevin. Diffuse

neutron scattering measurements were performed on powder and single-crystal samples using

the polarised diffuse scattering diffractometer D7 [112] at the Institut Laue-Langevin. The

incident neutron wavelength was λ = 4.87 Å, giving access to a reciprocal space range of
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0.15 < Q < 2.5 Å−1. Powder data were measured at the temperatures 1.5 K, 24 K, 35 K,

50 K, 150 K and 300 K. Single-crystal data were measured as a function of the sample rota-

tion about the normal to the scattering plane at 1.5 K and 300 K. The samples were rotated

over a total range of 210 o. The technique of xyz-polarisation analysis was used to separate

out the nuclear-coherent (NC), magnetic and nuclear-spin-incoherent(NSI) components of

the scattering. Full calibration measurements were completed. Data were placed on an ab-

solute intensity scale with units b/ster./f.u. The normalisation process was checked through

Rietveld refinement of the NC cross-sections using Fullprof [105] and yielded an absolute

scaling factor, s = 0.877. Magnetic diffuse scattering data were analysed using the programs

SPINVERT, SPINCORREL and SCATTY [119, 120]. SPINVERT calculations were repeated 10 times

to average out statistical noise. Raw data can be accessed via Ref [245].

4.3 Results and Discussion

4.3.1 Average Chemical Structure

Figure 4.4 shows the Rietveld refinement of the monoclinic C2/m structure against high-

resolution neutron powder diffraction (NPD) data of Mn0.5Fe0.5PS3 collected at 300 K on the

D2B instrument at the ILL. A summary of the refined parameters can be found in Table 4.1.

A preferred orientation correction was included via the spherical harmonics method applied

to the (0 0 l) plane. This is necessary as the layers are only weakly bound by van der Waals

interactions and have a tendency to slide over each other which therefore makes producing a

isotropic powder difficult. Refinement of the transition-metal site occupancies confirmed that

the sample has the expected stoichiometry whereby the honeycomb network is comprised of

an approximately equal amount of Mn2+ and Fe2+ ions. If a short-range chemical structure

exists, diffuse scattering in the background of the NPD data will be present and will be

clearly visible due to the excellent contrast of the neutron scattering lengths of Mn2+ and
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Figure 4.4: Rietveld refinement of the C2/m structure to high-resolution NPD data collected

on D2B at 300 K (Rwp = 4.54%, χ2 = 5.273).

Atom Site x y z Occupancy Uiso (Å2)

Mn 4g 0 0.3354(9) 0 0.520(4) 0.022(2)

Fe 4g 0 0.3354(9) 0 0.480(4) 0.022(2)

P 4i 0.0542(8) 0 0.1619(5) 1.0 0.0188(7)

S1 4i 0.738(1) 0 0.2442(8) 1.0 0.0051(5)

S2 8j 0.2358(7) 0.1661(4) 0.2503(6) 1.0 0.0051(5)

Table 4.1: Refined chemical structure parameters for the C2/m model fitted to NPD data

collected at 300 K on D2B. Refined lattice parameters are a = 6.0137(2) Å, b = 10.4174(2) Å,

c = 6.7591(2) Å and β = 107.129(2) o.

Fe2+, bMn = −3.73 fm and bFe = +9.45 fm, respectively. But the background of the data is

relatively flat and absent of any diffuse structure, which indicates there is a lack of short-

range chemical ordering between the Mn2+ and Fe2+ ions, and therefore implies a completely

random distribution of the magnetic ions throughout the magnetic structure.

Additionally, powder neutron scattering data were measured on D7 and are shown in
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Fig. 4.6. The NC and NSI contributions to the scattering had no variation with temperature,

an example is shown in Fig. 4.6a) which was collected at 1.5 K. The NSI is mostly flat,

aside from at Q = 1.25 Å−1 where there is a large nuclear Bragg peak, indicating that

the separation has worked well. Similarly to the D2B data, the background of the NC

contribution is flat which confirms the absence of any short-range chemical order of Mn2+

and Fe2+ ions within the honeycomb layers.

4.3.2 Magnetic Susceptibility

Figure 4.5 shows the single-crystal magnetic susceptibility data and reveals features indica-

tive of spin glass behaviour [37]. Firstly, the measurement parallel to the c*-axis shows a

sharp cusp at 35 K, which corresponds with previous reports of the glass transition tem-

perature, Tg [240, 246]. Secondly, below Tg there is splitting between the ZFC and FC

measurements, which is a signature of spin glasses due to their irreversibility [37]. The data

have been fit between 75 K and 300 K with the Curie-Weiss law, modified to include a

temperature independent background term due to the inherent diamagnetic contribution of

Mn0.5Fe0.5PS3, χ0 = −1.0631 × 10−9 m3 mol−1 [33]. A summary of the results from the

Curie-Weiss fit can be found in Table 4.2. In both orientations, the Weiss constants, θCW,

are large and negative indicating dominating antiferromagnetic interactions.

The effective moments, µeff , derived from the Curie constant, C, are slightly larger

than the expected spin-only effective moment, µeff = 5.43 µB, assuming an average S = 2.25

Orientation θCW (K) C × 10−5 (m3 K mol−1) µeff (µB/f.u.)

Parallel −105(4) 6.5(1) 6.43(1)

Perpendicular −267(4) 5.29(5) 5.80(3)

Table 4.2: Results from the Curie-Weiss fit of single-crystal Mn0.5Fe0.5PS3 suscetibility data

in orientations parallel and perpendicular to the c*-axis.
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Figure 4.5: DC single-crystal magnetic susceptibility, χ (pink circles) and its inverse, χ−1

(green triangles) for Mn0.5Fe0.5PS3 measured in a 0.1 T magnetic field. Single-crystals were

aligned with respect to the applied field a) parallel and b) perpendicular to the c*-axis. In

both figures, closed and open markers represent ZFC and FC measurements, respectively.

Curie-Weiss fits (solid green line) were conducted over a range of 75 to 300 K on the ZFC

measurement.

from the mixture of Mn2+ and Fe2+ ions. Although previous magnetic susceptibility studies of

MnPS3 have been well modelled by an effective spin-only moment, the high-spin state of Fe2+

ions results in a sizeable spin-orbit contribution, seen in both magnetisation [247] and neutron

[59] studies of FePS3. The large difference in the measured susceptibility when the field is

applied in different orientations indicates that Mn0.5Fe0.5PS3 is highly anisotropic, similar
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to the measured magnetic susceptibility of FePS3, which has pronounced Ising anisotropy

parallel to the c*-axis.

4.3.3 Magnetic Diffuse Scattering

4.3.3.1 Powder Data Analysis

The time-equal magnetic contributions to the scattering measured on D7 are shown in Fig.

4.6b) and have been vertically shifted by 1.25 b/ster./f.u. for clarity. Below 50 K, there

are a mixture of broad and sharp features which are reminiscent of the parent compounds,

MnPS3 and FePS3. For instance, the broad feature centred around Q = 0.6 Å−1 is similar to

powder neutron diffraction measurements observed in FePS3 [58, 248]. The magnitude of this

feature has little variation below 50 K, and therefore suggests that FePS3-type correlations

are more or less fully developed above Tg. In contrast, the sharp peak at Q = 1.2 Å−1 is

continually evolving with temperature and most similar to studies of MnPS3 [249]. This

suggests that MnPS3-type correlations are still developing below Tg. The diffuse structure

is lost at high-temperatures, ≥ 150 K, above which point the data follow a magnetic form

factor squared Q-dependence.

Data above 150 K have been fit with an analytical approximation of a magnetic

form factor (Eq. 1.13) [206]. Since the magnetic form factors of Mn2+ and Fe2+ are roughly

equivalent, only the Mn2+ form factor has been used in this analysis. This function compares

with the data reasonably well, however, the associated paramagnetic moment at Q = 0 Å−1,

µeff = 4.45 µB, is a little low when compared with the expected µeff = 5.43 µB. This can

occur when some of the magnetic scattering is outside the integration window of D7, which in

this case, could be attributed to persistent critical fluctuations that extend beyond 20 meV,

similar to those found in FePS3 [250]. From the Curie-Weiss analysis on the single crystal,

and subsequent determination of the Weiss constants, θCW, it is expected that the sample
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Figure 4.6: Experimental powder neutron scattering data from D7. a) NC and NSI contri-

butions measured at 1.5 K. b) Magnetic diffuse scattering contributions. Fits produced from

a RMC SPINVERT calculation assuming moments lie along the c*-axis are shown by the solid

lines and a calculation of the paramagnetic form factor of Mn2+ ions is shown by the dashed

line. Magnetic data have been vertically shifted by 1.25 b/ster./f.u. for clarity.
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be in its paramagnetic regime at 300 K. However, it is apparent that the data at low Q do

not exclusively have a form factor squared Q-dependence. This reflects that there are still

short-range correlations present within the system at 300 K.

Data below 50 K were fit using SPINVERT and are shown in Fig. 4.6b) by the solid

lines. A supercell of 12× 12× 12 unit cells was constructed with the moments constrained

to lie either parallel or antiparallel to the c*-axis. The assumption that moments lie along

the c*-axis is supported by the anisotropy in the paramagnetic susceptibility and the fact

that the orientation of ordered moments in the parent compounds align approximately along

the c*-axis. Specifically in MnPS3 the moments are canted 7 o from the c*-axis, whereas

in FePS3 ordered moments lie directly along the c*-axis [229, 251]. The SPINVERT fits have

good agreement with the data and capture the features well. The simplicity of this model

is particularly appealing, as allowing moments more rotational degrees of freedom did not

reproduce the data as well and larger boxes began to fit the statistical noise (Chapter 1,

Fig. 1.11). There are some small anomalies to the fit, such as the small peak emerging at

Q = 0.9 Å−1, and that the intensity of the sharp peak at Q = 1.2 Å−1 is lower than the

measured value. However the derived effective moment from SPINVERT, µeff = 5.23(8) µB,

with S = 2.15(4) is in good agreement with the expected moment, µeff = 5.43 µB from

S = 2.25 (Eq. 1.21). Most convincingly, the quality of the later reconstruction of single-

crystal data indicates that this model is representative of the magnetic diffuse structure of

Mn0.5Fe0.5PS3.

The feature at Q = 1.2 Å−1 is particularly interesting, in part because it has a very

defined and asymmetric line shape. Such a feature is often observed in two-dimensional

materials because the two-dimensional layers in real space would extend out in reciprocal

space as Bragg rods, but disorder, originating from stacking faults causes a diffuse tail on the

other side. The same principle can be applied to magnetic structures, and a characteristic
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Figure 4.7: Warren function analysis for T ≤ 35 K, where the peak has been isolated by

subtracting the diffuse scattering at 50 K from each temperature. This asymmetric lineshape

is synonymous with two-dimensional correlations. The inset summarises the two-dimensional

correlation length, ξ, which is temperature-independent within error.

lineshape for modelling these asymmetric features is a Warren function (Eq. 4.1) [103].

P (Q) = kWm
F 2
hk

[
1− 2

(
λQ
4π

)2
+ 2

(
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4π

)4]
(
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√
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where F (a) =
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0
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]
dx a =

ξ
√
π

2π
(Q−Q0)

(4.1)

where kW is a scaling constant, m is the multiplicity of the reflection, F 2
hk is the two-

dimensional structure factor for the array (kmF 2
hk = Amplitude), λ is the neutron wave-

length, ξ is the spin correlation length, f(Q) is the magnetic form factor for Mn2+ and Q0

is the peak centre. Figure 4.6b) reveals that the underlying diffuse scattering has little vari-

ation between 50 K and 1.5 K. Therefore, to isolate the asymmetric feature, the 50 K data

were subtracted from each temperature, and the data fit with a Warren Function in MATLAB.

Fits are shown in Fig. 4.7 for 1.5 K, 24 K and 35 K, which have excellent agreement with
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Temperature (K) ξ (Å) Q0 (Å−1) Amplitude Background

1.5 12(1) 1.205(2) 0.0125(2) −0.15(2)

24 12(1) 1.200(3) 0.009(1) −0.10(1)

35 11(1) 1.180(2) 0.006(1) −0.10(1)

Table 4.3: Fitted parameters from Warren function analysis of the sharp peak. Amplitude

= kmF2
hk and the background was assumed to be flat.

the data. This suggests that the magnetic structure is two-dimensional, but also contains

prominent compositional and positional disorder, which is expected due to the glassy nature

of Mn0.5Fe0.5PS3. A summary of the fit parameters can be found in Table 4.3. The most

important result from the fit is the correlation length, ξ, as this can be physically related to

the distance over which correlated short-range order acts between moments in the system.

Calculated ξ values are summarised in the inset of Fig. 4.7, and are temperature independent

within error below Tg.

4.3.3.2 Single-Crystal Data Analysis

Figure 4.8 shows the magnetic components of single-crystal data from D7 at 1.5 K in two

orientations. Figure 4.8a) reveals rod-like scattering when the moments are parallel to the c*-

axis, which corresponds to the My component of the data. These observations coincide with

the main feature in the low-temperature powder data, the sharp peak at Q = 1.2 Å−1. Both

of these features are synonymous with two-dimensional structures and thus reflect the two-

dimensional nature of the magnetic structure of Mn0.5Fe0.5PS3. When the c*-axis is normal to

the scattering plane (Mz component, moments are normal to the scattering plane), as in Fig.

4.8b), there is strong magnetic intensity, approximately 60o apart, which correspond to the

expected magnetic Bragg peak positions of ordered MnPS3 [229]. Additional magnetic Bragg

peaks are observed at low temperatures, with the same sixfold rotation but their intensity is

weaker. Reconstructions of single-crystal diffraction patterns were calculated via fast Fourier
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Figure 4.8: Magnetic component of single-crystal neutron scattering data measured at 1.5 K

compared against the RMC SPINVERT model. a) My component show data in the (0 k l)

plane and reveal rod-like structures that reflect the two-dimensionality of Mn0.5Fe0.5PS3. b)

Mz component show data in the (h k −h
3

) plane, which is orthogonal to the plane in part

a), where strong magnetic intensity is observed at expected magnetic Bragg positions for

MnPS3. The intensity of these data have been normalised to comparable intensities as given

by the colour bar.

transforms from fits of the experimental powder data using SCATTY. A comparison between

the experimental data and the scattering predicted from the RMC SPINVERT analysis is

shown in Fig. 4.8. The excellent agreement confirms the model used in fitting the powder

data will provide a reliable estimate of the spin correlations for Mn0.5Fe0.5PS3.

4.3.4 Spin Correlations

Figure 4.9 shows the radial spin-spin correlation function, ⟨S(0)·S(r)⟩, calculated by SPIN-

CORREL at 1.5 K for Mn0.5Fe0.5PS3. Correlations have been split to show those that act

within and between the honeycomb planes by the closed and open markers, respectively.

As is expected for a two-dimensional system, the intraplanar correlations are much stronger
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Figure 4.9: Radial spin-spin correlations, ⟨S(0)·S(r)⟩ as a function on interatomic distance, r,

calculated by SPINCORREL at 1.5 K. Closed and open markers represent correlations within

and between honeycomb planes, respectively.

than the interplanar correlations. However, Fig. 4.10a) reveals that by taking the mag-

nitude, |⟨S(0)·S(r)⟩|, of the intraplanar correlations there are two distinct trends. Firstly,

the correlations shown by the pink hexagonal markers, decrease in magnitude as a func-

tion of interatomic distance, r. Secondly, the correlations shown by the green triangular

markers, are roughly constant as a function of increasing r. These two groups of correla-

tions were therefore modelled independently. The green points were averaged out to give

a constant, |⟨S(0)·S(r)⟩| = A, and the pink markers were fit with an exponential function,

|⟨S(0)·S(r)⟩| = exp(− r
ξ
) + A, where ξ is the spin correlation length and A was fixed from

analysis of the green points. An example fit of these models are shown in Fig. 4.10a) at

1.5 K. Intraplanar correlations are temperature-dependent, and the fit values of ξ and A are

shown as a function of temperature in Figs. 4.10b) and c), respectively.

In contrast, interplanar correlations were found to be temperature-independent and

very weak in magnitude. Figure 4.10d) shows the magnitude of the correlations lying
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Figure 4.10: a) Magnitude of intraplanar correlations, |⟨S(0)·S(r)⟩|, at 1.5 K. Pink hexagon

markers are correlations that have a decreasing exponential dependence with increasing r,

whilst green triangle markers have linear behaviour over the calculated range. b) Correlation

length, ξ, from the exponential fit is independent of temperature within error below Tg. c)

Linear fits, where |⟨S(0)·S(r)⟩| = A, as a function of temperature fall to zero after Tg. d)

Magnitude of interplanar correlations, |⟨S(0)·S(r)⟩|, lying closest to the c*-axis at 1.5 K.

Measurable intensity is only observed between the first set of adjacent planes.
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closest to the c*-axis, that is, the nearest-neighbour correlations acting between adjacent

planes. Only the first correlation has any significant magnitude, and that is very weak

at |⟨S(0)·S(r)⟩| = 0.035(2). This weak interaction between the planes reflects the two-

dimensional nature of Mn0.5Fe0.5PS3.

4.3.5 Discussion

A physical explanation as to why there are two trends within the intraplanar correlations

can be understood by considering the magnetic structures of the parent compounds, MnPS3

and FePS3. In MnPS3, all nearest-neighbour exchange interactions within the ab-planes are

antiferromagnetic [229], whereas in FePS3 there are two ferromagnetic and one antiferromag-

netic neighbour creating zigzag chains[59]. This is illustrated in Fig. 4.11a) and b), where

open and closed circles represent spin up and spin down moment orientations, respectively.

Despite the different magnetic structures there are some moment orientations that are com-

mon between the two structures, in which it can be assumed that the underlying correlation

between the moments must be similar. These correlations will be known as satisfied. The

other moment orientations are competing, and these moments therefore act as the source

of frustration within the mixed Mn0.5Fe0.5PS3 compound. Uncommon moment correlations

will be known as unsatisfied, because their behaviour cannot be predicted over a long length

scale. Figure 4.11c) and d) shows the commonly orientated moments with the open and

closed pink circles and the uncommon, frustrated moments with the striped green circles.

Each correlation outputted by SPINCORREL represents an average of all the correlations

between the different moment pairs at one particular distance. For example, the nearest

neighbour correlation at r = 3.46 Å, has three neighbours at an equivalent distance. Figure

4.11c) shows that from an arbitrary point, one is between a pair of moments that are common

between the parent structures and two are between common and frustrated moments. These

interactions can be described as satisfied (green) and unsatisfied (red). If any neighbour
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Figure 4.11: Intraplanar magnetic structures of a) MnPS3 and b) FePS3 which have con-

ventional long-ranged antiferromagnetic structures. Spin up and spin down moments are

shown by open and closed circles, respectively. c) and d) Common and uncommon moment

orientations between the parent structures are shown by solid pink and striped green circles,

respectively. Red and green lines represent interactions between a pair of moment correla-

tions that are unsatisfied and satisfied, respectively. A correlation is in the unsatisfied group

if it has at least one red interaction. c) The first nearest-neighbour correlation at r = 3.46 Å

has one satisfied interaction and two unsatisfied interactions, therefore, r = 3.46 Å is an un-

satisfied correlation. d) The third nearest-neighbour correlation at r = 6.92 Å acts between

moment pairs that are all satisfied, therefore r = 6.92 Å is a satisfied correlation.

171



Chapter 4: Mn0.5Fe0.5PS3

at an equivalent distance has an unsatisfied interaction then it has been assigned to the

unsatisfied correlation group, regardless of the number of satisfied interactions that distance

may have. Therefore, the correlation at r = 3.46 Å has been assigned to the unsatisfied

group. In contrast, Fig. 4.11d) shows the third nearest-neighbour correlation, r = 6.92 Å

which also acts between three moment pairs. However, all of these interactions are satisfied

and therefore, forms the second group of correlations. All correlations can be considered like

this, and have been divided into the two groups. Quite remarkably the groups have perfect

agreement with the trends observed in Fig. 4.10a), and thus gives a physical interpretation

to the fits.

Figure 4.10b) reveals that the average correlation length, ξ, between satisfied cor-

relations is constant within error below Tg. This is perhaps not surprising given that the

magnetic ordering temperatures of the parent compounds are much higher than Tg. This is

also in agreement with the Warren function analysis in Fig. 4.7, though the magnitude of the

correlation length is slightly different. The average correlation length from the SPINCORREL

analysis is relatively small, ξ = 5.5(6) Å, stretching not even one unit cell across in the

honeycomb. This means that ordered correlations can only be considered between the clos-

est neighbouring ions, and no longer-range magnetic order goes onto develop across the

honeycomb. Whereas, in Fig. 4.10c) the dropoff of A is more pronounced with increasing

temperature, reducing to zero above Tg. Therefore, the unsatisfied correlations give rise to

the glassy behaviour of Mn0.5Fe0.5PS3.

To summarise, correlations can be divided into three groups:

1. Interplanar correlations are very weak, which verifies the two-dimensional character of

Mn0.5Fe0.5PS3.

2. Satisfied intraplanar correlations act between moments that have a common moment

orientation between the parent compounds. These correlations decrease exponentially
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with increasing interatomic distance, which allows for the extraction of the correlation

length, ξ which is temperature-independent and persists below the glass temperature.

3. Unsatisfied intraplanar correlations act between moments that have a different moment

orientation between the parent compounds. These correlations are approximately con-

stant with interatomic distance and are temperature-dependent. These correlations

can be interpreted as being responsible for the glassy behaviour in Mn0.5Fe0.5PS3.

4.4 Conclusions and Outlook

The MPS3 compounds are an exciting family of two-dimensional materials, which have great

chemical and physical flexibility. This chapter explored the chemical and magnetic short-

range correlations of one member, the spin glass Mn0.5Fe0.5PS3, using high-resolution neutron

powder diffraction, diffuse neutron scattering and magnetometry measurements. The key

conclusions from this chapter are summarised as follows:

• There is no short- or long-range chemical order present within the honeycomb. It was

expected that the Mn2+ and Fe2+ ions would mix due to the similarity in their ionic

charge and radius. The excellent contrast in their neutron scattering lengths proved

site mixing was completely randomised through the absence of any structured diffuse

nuclear scattering that would otherwise indicate a short-ranged chemical structure.

• Mn0.5Fe0.5PS3 has a spin glass ground state as confirmed through a characteristic cusp

in magnetic susceptibility measurements at Tg = 35 K. Measurements parallel and

perpendicular to the planes revealed that the moments are highly anisotropic.

• In the ground state there are short-range correlations that relate to the magnetic

exchange interactions between moments in the parent compounds, MnPS3 and FePS3.
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• Single-crystal diffraction patterns were reconstructed from analysis of the powder data

and excellently matched the measured single-crystal, confirming the Ising model was

correct.

• Mn0.5Fe0.5PS3 is a near-ideal example of a two-dimensional magnetic material through

the observation of rod-like features in the single-crystal data, and very weak interplanar

correlations.

Future work can target the determination of the exchange parameters and Hamiltonian for

Mn0.5Fe0.5PS3. A possible route to determine the exchange parameters is through a new open

access software, SPINTERACT, which uses reaction-field approach methods to fit powder and

single-crystal data [183]. This method would not produce an exact solution of the exchange

parameters, but rather a mean, similar in principle to the calculation of the spin correlations

presented earlier in this chapter. One potential drawback is that for now, SPINTERACT can

only compute stoichiometric compounds with a single magnetic ion. Mn0.5Fe0.5PS3 not only

has two magnetic ions, but also, as verified in neutron diffraction measurements, the magnetic

structure is completely absent of short-ranged chemical order which would make setting up

a simulation difficult. An alternate route would be direct Monte Carlo simulations, where a

supercell with a random distribution of magnetic ions could be created and the exact solution

of exchange parameters found [252]. This is, however, computationally expensive. Despite

these challenges, Mn0.5Fe0.5PS3 could be an excellent test-bed for software development, and

given the recent revival in interest for spin glass materials with the Nobel Prize in 2021

awarded to Parisi for his modelling of complex systems [253, 254], Mn0.5Fe0.5PS3 could be

a model system to compare these different computational approaches in a topical spin glass

material.

Due to the distinct magnetic structures of the MPS3 compounds, a direct extension to

this work would be to explore other solid-solutions within the family [255–258]. Mn0.5Fe0.5PS3

is unique in this sense, as it is the only member that has a clear spin glass phase, brought
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on from the contrasting exchange anisotropies of the two end members. Fe1−xCoxPS3 would

be an interesting mix as this solid-solution would be anisotropically frustrated—FePS3 has

Ising moments pointing directly along the c-axis [59] whereas the moments in CoPS3 pre-

dominantly point along the a-axis [230]—and therefore could create an interesting magnetic

ground state.

The wider interest in the MPS3 family is rooted in the similarity of the chemical

structure to graphene [211, 213, 223]. Multiple studies have shown its possible to intercalate

the layers, but unfortunately not enough Li can be contained for applications in batteries,

for example [259, 260]. Additionally, joining an ever growing list of materials [221, 251], the

layers of MPS3 compounds can be delaminated, which can significantly change the physical

properties compared to the bulk. However, this would not be a direct extension to this

work as it would not be possible to perform neutron scattering studies on single monolayers.

Finally, the ongoing pursuit of heterostructures, built from layers of graphene, delaminated

MPS3 and other van der Waals materials is an exciting opportunity to tune optical, electronic

and magnetic properties for a variety of uses [213, 221, 251].
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Chapter Five

Conclusions and Outlook

The aim of this thesis was to understand the interplay of correlated disorder on the ground

state selection of quantum materials. This was achieved through synthesising inorganic

materials, and performing detailed structural and magnetic characterisations from both an

average and local perspective. In particular, I highlighted the technique of diffuse neutron

scattering and the analysis of data through RMC refinements to achieve this aim.

All materials have some degree of disorder, whether that be chemical or magnetic in

nature. When thinking about disorder, most people assume a completely random distribution

of objects, with no particular relationship between them. Remarkably however, disorder in

materials is rarely random but rather correlated on a local length scale. As has been shown in

this thesis, the effect this correlated disorder has on quantum materials can be profound. This

was particularly evident in the exploration of two powder samples of ZnV2O4 prepared via

different methods in Chapter 2. Due to the complexities induced by the competing exchange

interactions between magnetic moments, many quantum materials have very narrow energy

landscapes of distinct phases that make them highly susceptible to the effects of disorder.

ZnV2O4 is a prime example of such an effect, and learning to harness disorder via the

synthetic route is going to be essential if quantum materials are to become functional. In the

first instance, materials like ZnV2O4 which are highly synthesis dependent should be studied
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across a series of individual samples to find out what sort of disorder is present, its origin,

and whether or not this is the right sort of disorder for the desired function. If certain types

of disorder can be linked to aspects in synthesis, then physical properties could be predicted

from the laboratory, which would be a very powerful tool. In ZnV2O4, I identified strain in

the sintered sample as the likely factor that drives the structural distortion, and therefore,

the evolution of the magnetic ground state. In other materials, like Yb2Ti2O7, the energy

landscape was most influenced by the sample stoichiometry, that could be targeted through

tuning the firing atmosphere or starting reactants [39, 137, 138].

Each of these chapters included the analysis of diffuse powder neutron scattering data

via RMC refinements. This is an important technique for understanding how short-range

correlations behave, and subsequently, how disorder has influenced these local interactions.

The exploration into the partially ordered, spiral spin liquid state of LiYbO2 in Chapter 3

is at the very forefront of the analysis that can be performed on powder samples. I was

able to simultaneously refine the magnetic Bragg peaks and diffuse scattering to recover

the expected manifestation of the diffuse scattering in a spiral spin liquid. This is not just

significant because it was the first experimental realisation of the spiral spin liquid in a

distorted diamond structure, but also for the showcasing the possibilities of the method,

with a complex incommensurate helical model. This is important, as materials with partial

magnetic order, in which this analysis is necessary, are becoming more and more prevalent

in the quantum materials field [261–263]. I hope through presenting this research that more

examples will be published and the limits of these research methodologies will be pushed

further.

Despite the progress on powder samples, I have also highlighted the importance of

using single-crystals to confirm the results presented. In Chapter 4, measurements of a single-

crystal of Mn0.5Fe0.5PS3 confirmed the RMC simulations produced from powder samples, a

model that may have been missed without the single-crystal. In the case of LiYbO2, a single-

crystal would be hugely exciting, as the experimental hallmark of the spiral spin liquid—the
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continuous diffuse ring of magnetic scattering—could be directly observed in the (h h l)

plane, and verify the powder simulations. Furthermore, the exchange interactions could

be measured in inelastic neutron scattering, and the ordering plane of the helix in single-

crystal diffraction. The ZnV2O4 study also requires a single-crystal, but here the case is

more complex since the physical properties are so reliant on the individual synthesis and

form of the material. Prior to the microwave sample, the only single-crystal of ZnV2O4

had strikingly different physical properties to all other samples [157]. With the microwave

synthesis proving to be a viable alternative to produce high-quality and crystalline powder

samples, the single-crystal study can be revisited and some of the measurements that were

not clearly presented before can be repeated. This is an example of a material where the

results of the powder studies may not be verified by a single-crystal, because the effects

of correlated disorder are so fundamental to the physics, but by using a single-crystal the

mechanisms that drive the physical behaviour could be elucidated.

In conclusion, this thesis has shown that the inevitable disorder that exists in real

materials is not to be dismissed but rather celebrated. The search for quantum magnetic

materials is often on the lookout for the perfect material, such as the perfect evasion of

long-range magnetic order in the elusive quantum spin liquid model. But life is not perfect

and made to fit a model. By embracing the disorder that is present in the real world, an

abundance of information about materials can be understood, which is essential if these

quantum magnetic materials are to become functional in the future.
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