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Abstract

This thesis explores the role composition plays on the crystallographic structures of
molecular-based frameworks and how, in turn, this influences their magnetic character.
Whilst it is understood that the combination of atomic anions and cations selected to
build inorganic compounds impacts the connectivity and physical properties of materials,
anticipating the relationship for molecular-based frameworks is less reliable. A method to
probe both the crystallographic and magnetic structure of compounds simultaneously is
by neutron diffraction experiments, which is a technique of particular focus in this work.

In the first chapter, a broad discussion is presented on inorganic framework materials,
exploring how the selection of components dictates topologically diverse frameworks. In
addition, there is an overview of the experimental techniques employed throughout the
thesis.

Chapter 2 describes a method to grow and store single crystals of the deliquescent frame-
work [Na(OH2)3]Mn(NCS)3 through controlling the local humidity of the samples. As
a result, single crystals of suitable dimensions for neutron diffraction experiments were
obtained, showing that the compound magnetically orders as an antiferromagnet. In
addition, the neutron measurements revealed the tight-knit hydrogen bonding network
between the [Na(OH2)3]

+ cations and the framework.

Chapter 3 presents two unreported post-perovskite thiocyanate frameworks, CsM(NCS)3,
M =Mn, Co, and the magnetic properties of CsMn(NCS)3, CsCo(NCS)3 and CsNi(NCS)3.
The Co and Ni analogues magnetically order as weak ferromagnets. In comparison, the
Mn compound orders as a non-collinear antiferromagnet. The magnetic structures for M
= Ni and Mn were resolved using low temperature neutron diffraction measurements.

Chapter 4 explains how the pressure-activated structural distortions of Ni(NCS)2 promote
a higher magnetic ordering temperature. Using magnetometry and low temperature neu-
tron diffraction data, the ordering temperature was shown to increase by +19 % when
compressed up to 8.4 kbar (+2.3 % kbar−1). Neutron and X-ray diffraction measure-
ments reveal that this increase is a direct result of the compressible framework, with a
comparatively low bulk modulus compared to atomic-based two-dimensional materials.
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Chapter 5 explores the structural evolution and magnetic character of the solid solu-
tions [CH3NH3]CoxNi1−x(HCOO)3, x = 0.25, 0.50, 0.75. Magnetometry measurements
demonstrate that the solid solutions show a linear continuum of their magnetic ordering
temperature between the Co and Ni parent compounds. A combination of Laue and
monochromatic neutron diffraction revealed the crystals are modulated and the incom-
mensurate wavevectors and modulated structures for [CH3NH3]Co0.5Ni0.5(HCOO)3 were
identified.

Chapter 6 explores the diversity of uncommon and unconventional site orderings and
octahedral tilt sequences in four double perovskites, nominally [□A]Mn{Bi(SCN)6}, □ =
vacancy; A = Cs+, K+, NH +

4 and C(NH2)
+

3 . Two previously unreported tilt patterns
have been identified via X-ray and neutron diffraction, as well as unusual A-site orderings.

Finally, in Chapter 7, the summarising conclusions and outlooks are presented, regarding
both the results presented in this thesis and how the interplay between the structure and
magnetic properties of molecular-based frameworks can be progressed in the future.
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Chapter 1

Introduction

1.1 Components of a functional compound

At the heart of a scientists’ ambition to design new materials, is the desire to create com-
pounds tailored to specific functions. Inorganic materials, regularly inspired by natural
minerals, have a rich history of being exploited for their physical properties.1,2 The game
for a synthetic chemist is to select and swap components based on the physical properties
they aim for. This has been demonstrated, for example, in pyrites (archetype FeS2)3 or
perovskites (CaTiO3),4 in which families of compounds are synthesised with matching
stoichiometry and topology, but not the same chemical composition. Depending on the
chemical make-up, the composition and functionality within the compound-family can
vary greatly from their original mineral analogues.

Functionality is expressed in the form of one or more desirable physical properties which
has a practical use. One example is magnetism. The fundamental requirement for mag-
netism is unpaired electrons. Electrons possess an intrinsic spin which creates an atomic
magnetic moment. It can interact with magnetic moments on close-by atoms, giving rise
to different magnetic characteristics depending on the nature of the interactions. There-
fore, in the pursuit for magnetic materials, components which have unpaired electrons
are a key building block.

In general, throughout this thesis, I will refer to compounds with the general nomen-
clature AMXn, where A and M are cations and X is an anion. The [MXn] components
assemble into a connected framework, whilst the A cations are extra-framework compo-
nents, positioned in voids.

In framework compounds, extended polymeric structures, the unpaired electrons are typ-
ically provided by the M-site species, which interact with neighbouring M ions via the

1



X anion that bridges them. As a result of the components incorporated, the M-site po-
sitions and how they are connected has a substantial impact on the type of magnetic
behaviour observed. In addition, the A-site species has been shown to have a direct im-
pact on the topology of the [MXn] framework,5,6 and, accordingly, the compounds with
the same [MXn] composition exhibit different magnetic character as a result of the A-site
components.7,8 Throughout this thesis, the consequences of substituting the A and M
components are explored, both from a structural perspective, and the effect it has on the
magnetic properties.

1.2 Compound identification

After synthesising new compounds, the first step of the analysis is identifying the struc-
ture. The physical properties of compounds are heavily dependent on their chemical
composition and atom connectivity, so being able to identify the synthesised material is
a necessity.

1.2.1 Crystal symmetry

A common and comprehensive method for identifying the structure of materials is by
diffraction. For structure determination, there are benefits to using samples that are
crystalline. The concepts of diffraction and crystals are closely related, with the Inter-
national Union of Crystallography (IUCr) defining a crystalline material as having “an
essentially sharp diffraction pattern”.9 In general, crystals have a three-dimensional peri-
odic structure, built from a repeating unit, the unit cell, which tessellate with identical
orientation. Deviations from this periodicity, such as for aperiodic or modulated crystals
result in observable changes to the diffraction patterns.10 It is the content and layout of
the unit cell which describes the structure of the compound.

Within a unit cell, the arrangement of atoms is described by symmetry elements. Sym-
metry elements fall in to two categories, non-translational and translational symmetry.
Non-translational symmetry, also point symmetry, defines symmetry operations which
when repeatedly applied to an object will eventually lead to the object arriving in its
original position again. It includes rotations, reflections and inversions. In contrast, ap-
plying translational symmetry to an object will eventually replicate the object in the
neighbouring unit cell, namely glide and screw symmetry operations. The summary of
symmetry operations necessary to describe the crystal structure is its space group. The
list of space groups and their corresponding symmetry can be found in tables, for example
compiled by the IUCr,11 or the Bilbao Crystallographic Server.12,13
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The symmetry of a compound will have implications for its physical properties. Com-
pounds lacking inversion symmetry operators, non-centrosymmetric space groups,
are sought after for their potential multiferroic properties, combining, for instance
ferroelectricity,14 piezoelectricity15 or non-linear optical behaviour16 with other proper-
ties. In addition, crystals without improper rotation operations (including inversion and
reflection) are chiral, which have been integrated into applications for enantioselective
filtering17 or complex magnetic spin textures.7

1.2.2 Diffraction

The process of diffraction explains the bending of radiation waves changing their trajec-
tory in the presence of an obstacle. Obstacles that are arranged with a regular spacing,
such as symmetry equivalent atoms in neighbouring unit cells, will scatter the radiation
coherently from each point. This can be scattering of radiation from two points along
the same plane, or two points on parallel planes. This is the basis of Bragg’s Law. The
angle of the scattered radiation and the d spacing of the parallel planes are indirectly
proportional,

nλ = 2dsinθ, (1.1)

where n is an integer, λ is the radiation wavelength (units Å), θ is the angle between the
incident radiation and the scattering plane and d is the interplanar spacing between a
given set of Bragg planes (units Å). Bragg planes describe a set of reflections which are
parallel and evenly spaced. Each set of Bragg planes can be identified by Miller indices,
which relate the planes to the unit cell axes. Miller indices (hkl) are determined according
to the intersection of the plane with the unit cell (abc), where (hkl) = 1

a

1
b

1
c
and h, k and

l are integer numbers.

Although diffraction experiments occur in direct space (interplanar separations in Å), it is
often necessary to consider diffraction events in reciprocal space (reflections with spacings
in Å−1). These are related by Fourier transform. Equation 1.1 can be rearranged to

sinθ = 1
2

nλ(1
d

), (1.2)

showing the relationship between the direct space diffraction angle and the Bragg planes
in reciprocal space, where 1/d = d*. Reciprocal lattice vectors of the unit cell, a*, b* and
c*, correspond to the cross product of the unit cell in direct space, where

c∗ = (a × b)
V

, (1.3)
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Figure 1.1: a) An example of a diffraction pattern, obtained from X-ray diffraction of
[NH4(OH2)x]Mn{Bi(SCN)6} x = 2/8 ≤ 2.5/8. The Bragg reflections (intensities shown in black) are gen-
erally sharp points and are evenly spaced. b) Illustration of the Ewald construction in two-dimensions. An
incident beam of wavelength λ and wavevector ki is diffracted from the Bragg planes of the crystal (purple
rectangle) with wavevector kf . A Bragg reflection is detected at the intersection between kf and the Ewald
sphere (brown circle). The limiting sphere (teal circle) has its centre (O) at the origin of the reciprocal lattice
with a radius 2/λ.

where V is the unit cell volume. Bragg reflections, the intensities detected during a diffrac-
tion experiment, show the reciprocal lattice points—the reciprocal space version of the
direct lattice of a crystal (Fig. 1.1a). It is the periodic spacings, and systematic absences,
of these Bragg reflections which allow the determination of the symmetry, structure and
composition of the crystal.

To visually describe the relationship between the reciprocal lattice and the diffraction
angle for a given wavevector, the Ewald representation is used (Fig. 1.1b). For a given
crystal orientation, the accessible reflections (i.e. reflections that satisfy Eqn. 1.1) can
be determined by identifying the reciprocal lattice points which overlap with the surface
of the Ewald sphere, with radius 1/λ. As the crystal is rotated, the reciprocal lattice,
with origin (O) rotates. The lattice points which intersect with the Ewald sphere change,
permitting the exploration of reciprocal space. Only reflections which lie within 2/λ from
the origin are accessible. The boundary of accessible reflections is defined as the limiting
sphere. Therefore, using a shorter wavelength will increase the range of reciprocal space
which can be probed.

Diffraction is an elastic process, therefore the incident and diffracted radiation have iden-
tical energies, Ei = Ef . The scattering vector, Q, summarises the relationship of the
incident, ki, and final, kf , wavevectors of the radiation, Q = kf − ki. Diffraction data
may be displayed as a function of Q, the magnitude of the scattering vector (Q = |Q|).
Datasets obtained from probes of different wavelengths can be directly compared since
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Q removes the wavelength dependence of θ,

Q = 4πsin(θ)
λ

= 2π

d
(1.4)

Laue diffraction

Although many diffraction experiments occur using a single wavelength, monochromatic
diffraction, a facile approach to produce a diffraction pattern is by using a continuous
spectrum of wavelengths, Laue diffraction. The incident radiation now has a wavelength
range between λmin and λmax and the Ewald representation corresponds to the volume
between 1/λmin and 1/λmax. Each Bragg reflection may arise from the diffraction of one or
more discrete wavelengths, and the detected intensity is the summation of all diffracted
wavevectors at a given point. As a consequence, due to the overlaying of multiple reflec-
tions, structural solution from Laue diffraction is challenging and not routinely attempted.

However, Laue diffraction is very useful for probing a large range of reciprocal space
simultaneously. It can be used to explore phase transitions in the crystal,18 and measure-
ments are commonly taken without the need to rotate the sample or diffractometer once
the crystal has been centred within the instrument. Laue diffraction is also often used to
determine the orientation of a mounted crystal. This is necessary in the preparation of
diffraction measurements which use punctual detectors where intensity is measured at a
given angular position, such as the D9 and D10 diffractometers (Institut Laue Langevin),
in which the symmetry, unit cell and orientation of the crystal should be known before
initiating a measurement.

In this thesis, Laue neutron diffraction has been used to follow temperature dependent
phase transitions, for which the results have been reported in Chapter 5. In addition,
it has been used to test the quality of crystals, to identify if the crystals have multiple
domains, before performing neutron diffraction experiments.

1.2.3 Radiation interaction with matter

Diffraction experiments take advantage of several types of radiation, X-rays, neutrons
and electrons. The radiation choice will depend on the information that is desired from
the experiment. This will be directed by the elemental composition and, consequently,
how the radiation interacts with the sample.
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X-rays

X-ray diffraction is the most commonly performed type of diffraction experiment to de-
termine crystal structures.19,20 X-rays interact with the sample through electromagnetic
interactions between the X-rays and the core orbital electrons of the atom. This is defined
as the atomic form factor, F(Q). For a given atom, the magnitude of the signal detected
is proportional to the atomic number, Z. X-rays are, therefore, ideal for compounds with
heavier elements, such as transition metals, however, the results will be challenging to
identify lighter mass atoms such as N, O or H. The intensity for a given reflection hkl
is described by a structure factor F(hkl), the superposition of all the X-ray amplitudes
scattered along a given hkl direction.

As the X-rays are scattering from essentially a diffuse cloud of electrons which are of a
similar size to the wavelength of the X-rays (order of magnitude 10−10 m), F(Q) has a
strong angular dependence. The scattering power of the X-rays decreases as a function of
increasing Q. X-ray radiation is ideal for measurements at a lower Q (smaller θ angles),
but the intensity of measured reflections will decrease as Q is increased.

Neutrons (nuclear)

Neutron diffraction arising from the nuclear (crystallographic) structure is mediated by
the strong nuclear force, with atoms scattering the neutrons according to their nuclear
scattering lengths, b (units fm). b is hypothesised to arise from the interactions between
intrinsic spin orientations of both the nucleus and the incident neutrons.21 As a result, b
is both element and isotope specific. Neutron radiation is an ideal choice for determining
atom positions of light elements, including hydrogen atoms to study hydrogen bond
interactions, as well as distinguishing between atoms with similar Z, such as Co and Ni.

For most isotopes, b has a positive value, however, there are some outliers, notably 1H
and Mn, which exhibit negative scattering lengths. In these cases, there is an absence
of a phase shift between the incident and diffracted wave. This results in the waves
being out of phase (by 180°) compared to the isotopes with a positive scattering length.
Therefore, scattering density maps of neutron data hold valuable information about the
atom position and atom type from both the positive and negative scattering densities.

Since scattering occurs from the nucleus (order of magnitude 10−15 m), the neutron
(wavelength order of magnitude 10−10 m) can be considered to diffract essentially from a
single point. As a result, nuclear neutron diffraction, unlike X-rays, has no form factor
dependence, and the scattered intensity remains constant to large scattering angles.
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Electrons

Using electrons as the radiation source to acquire diffraction data for structural solutions
has long been considered a less viable method and, consequently, few structures have
been solved from electron diffraction.22,23 The electron wavelength is significantly shorter
than X-rays or neutrons (approximately 10−12 −10−13 m). Electrons interact with the
sample through the Coulomb interaction. This is a comparatively strong interaction
and results in electrons having scattering cross-sections around 1, 000 times and up to
1, 000, 000 times larger than those of X-rays.24 The large scattering-cross section and
short wavelength means that single crystal samples can be measured with dimensions
several orders of magnitude less than for X-rays. It also, in theory, permits a good signal-
to-noise ratio and allows easier identification of lighter (hydrogen, or lithium) atoms.

Unfortunately, the large scattering cross-section also results in strong multiple scattering
events (dynamical effects). This will reduce or increase the intensities of the detected
reflections, and since the structure determination is reliant on knowing the relative inten-
sities of reflections, this is currently a hindrance to using electron radiation. Advances
in experimental set-up have been improving such that structural solutions are possible.
However, when reporting or reading about structures obtained from electron diffraction
data, it is recommended not to hold the structural models to comparable statistical assess-
ments that X-ray and neutron structures are scrutinised by, largely due to inaccuracies
of calculating the expected structure factors accounting for dynamical effects.25 It can be
more practical to consider the residual scattering density maps which show comparable
values to X-rays if there are inaccuracies in atom position or assignments.23

1.2.4 Diffraction experiments

Diffraction experiments can be carried out on both single crystal and polycrystalline
powder samples. In Chapters 2, 3, 5 and 6, single crystal diffraction is used to determine
structures of new compounds. In Chapter 4, the unit cell parameters were followed
using powder diffraction data. When carrying out the experiments, there are certain
considerations and parameters that should be considered.

Single crystal

In practice, to carry out a single crystal diffraction experiment, a single crystal of suitable
quality is a necessity. Identifying crystals suitable for diffraction experiments is typically
carried out visually with the aid of a microscope. The crystal selected should have
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Figure 1.2: Examples of crystals. The samples with flat faces and straight edges are preferred for diffraction
experiments.

well-defined faces and edges, has a regular geometry (typically crystals have a cuboid or
hexagonal shape) and are a single colour. For a microscope with polarised light, a crystal
should extinguish the light once every 90° as the polarisation direction is rotated. This
behaviour always occurs for triclinic, monoclinic and orthorhombic crystals, and will be
observed for trigonal and tetragonal crystals when viewed along one of the common axes
(not the unique axis). The dimension requirements of the crystal will depend on the type
of radiation being used, generally lengths of 1−5 µm for electrons, 50−200 µm for X-rays
and 2−5 mm dimensions for neutrons.

The selected crystal is mounted, ensuring it does not unexpectedly move or shift during
the experiment. This is typically carried out using glues or inert oils which vitrify, de-
pending on the composition of the crystal and the radiation source. Most diffractometers
comprise of several motors, which allow access to a wide range of reciprocal space of the
crystal. In many diffractometers there are three or four programmable angles, with the
instruments referred to as three- or four-circle diffractometers. A notable distinction is
made for Laue diffractometers, where typically only one motor is used, but the quantity of
data collected is partly compensated by the use of a continuous spectrum of wavelengths.
The centre of gravity of the mounted crystal is positioned at the centre with respect to
the motors.

Before a measurement using a monochromatic source, a suitable wavelength is selected.
Since the scattering angle is inversely proportional to the wavelength (Eqn. 1.4), the
shorter the wavelength, the greater the extent of direct-space that is probed.

When initiating a measurement, considerations are made for the counting time per diffrac-
togram and the scan angles. By optimising the exposure time of the crystal, the expecta-
tion is to increase the resolution limit of the data (defined by sin(θmax/λ)). Longer counting
times generally increase the resolution, up to a practical limit, since the diffraction angle
is limited by additional factors such as the size of the crystal and the instrument set-up.
The scan angles are necessary details to decide the fraction of the limiting sphere that
is detected. In theory, a higher symmetry crystal system requires a smaller fraction of
reciprocal space to be measured as there are fewer unique reflections. It is recommended
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to measure equivalent reflections more than once, hopefully, at least five to seven times.
This measure is known as the redundancy of the data. Obtaining a high redundancy al-
lows for spurious measurements to be identified and rejected, as well as aid in corrections
related to crystal absorption. In reality, the balance of the parameters is made so that
the highest quality dataset is obtained within the available time.

Powder

Powder diffraction essentially measures many crystals at a single time. It requires a sam-
ple of homogenous crystallites which are placed in a holder such that all the crystallites
have random, and non-equivalent, orientations.

Care should be taken to ensure that the area of the incident radiation beam is not larger
than the exposed sample area at the lowest measured Q to avoid additional contributions
to the background. This can be controlled through implementing of different mask and
slit widths for the incident and diffracted beam. The smaller area beams ensure only the
sample is irradiated, however, the intensity of the reflections will suffer proportionally.
The signal-to-noise ratio can also be improved by filters such as Soller slits, which reduce
the divergence of the incident and diffracted beams.

As a result of the random orientation of crystallites, during a powder diffraction experi-
ment, it is assumed that every possible orientation for a crystal is present. Now, instead
of a given d-spacing diffracting to a specific point on the detector, many reflections are
detected as concentric rings, known as Debye-Scherrer rings.

In theory, powder diffraction data holds the same potential information as single crystal
diffraction. However, whereas single crystal diffractometers record information about
the position of a reflection in three-dimensions, in powder diffraction the information is
reduced to one-dimension (intensity and scattering angle). There is a high likelihood,
particularly for lower symmetry crystals, that the position of non-equivalent reflection
will overlap. Consequently, the integrated intensity is sometimes the sum of several
reflections, not the intensity for an individual reflection.

1.2.5 Solving the nuclear structure

Single crystal refinements

Having collected the measurements, regardless of the diffraction source, there are a series
of steps that should be taken in order to elucidate the structure:
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• Reduce the data: Data reduction describes the process in which the raw data
from the detectors is converted to a list of integrated intensities. For non-punctual
diffractometers (one- or two-dimensional detectors), the unit cell parameters and
symmetry of the crystal are determined at this stage. An orientation matrix is
calculated, which assigns the Bragg reflections detected at certain positions on the
detector to Miller indices (hkl). In addition, the intensities of the reflections are
integrated, taking into account corrections for chemical composition (absorption
corrections), crystal shape and background. At the end of this process, an *.hkl file
is obtained which comprises of a list of intensities, their errors and their assigned
Miller indices.

• Solve the structure: After obtaining a list of integrated intensities, the aim is to
determine a model for the crystal. There are several mathematical approaches
that programs employ to do this. Direct methods is commonly employed, used in
programs such as SHELXS26 for X-rays, and is generally successful since there is a
direct relationship between the electron density in the unit cell and the intensities
of the diffracted beam. If this does not yield a viable model, the structure can be
solved using dual space iterative methods, such as the charge flipping algorithm.
Programs such as SHELXT27 and SUPERFLIP28 rely on defining constraints in
both direct and reciprocal space and iteratively modifying the model to achieve a
solution. These can be used for both X-ray and neutron data.

 For a complex structure, possibly with disorder present, or low quality data, it
is not always possible to solve the structure in the space group the data were
integrated with. In this case it can be necessary to lower the symmetry of the
solution, i.e. remove symmetry elements, potentially working in a triclinic P1̄ or
P1 space group. Once the atoms have been located, the structural model can be
implemented into the higher symmetry refinement and symmetry equivalent atoms
should be removed.

• Refine the structure: Refinement describes the method of continually altering the
structural model to improve its match with the diffraction data. The first steps
are to check that the model makes chemical sense and that all the expected atoms
have been identified. The fractional atom coordinates for each atom can then be
refined to best match the electron density map. Atomic displacement parameters
describe the averaged displacement of an atom from its atomic coordinates. During
the refinement, atoms will initially be modelled isotropically, meaning the atoms
are assumed to be ideally spherical. These can be switched to anisotropic models
where the atoms are described by ellipsoids, accounting for thermal motions or

10



vibrations, static or dynamic disorder and electronic interactions. At this point,
care should be taken not to over-parameterise the model. The number of unique
reflections should always be larger than the number of parameters being refined, a
recommended data-to-parameter ratio is at least eight to ten.29

 If the structure is more complex, partial occupancy of the atomic sites can also be
considered. This is particularly necessary for moieties with static disorder where the
fractional atomic coordinates vary between unit cells. Partial occupancies should
be applied whilst ensuring the neutrality of the overall compound is maintained.

• Constraints and restraints: Constraints and restraints can be used to help stabilise
a model or include additional information. A constraint implies two parameters
a and b are directly related, e.g. a = b, so the overall number of parameters is
reduced. It can be particularly useful for solid solutions, where two atoms share the
same fractional atomic coordinates, which can be constrained to have equivalent
values. Restraints imply a relationship, and introduces a statistical penalty, for
example, to ensure chemical bond lengths of the same type are similar throughout
the molecule. Constraints and restraints are ideal to reduce the number of freely
refined parameters, however, this should be carried out cautiously so that the model
is improved without misrepresenting the data.

To assess the results of a refinement, there are several values that are commonly quoted
in crystallographic tables, and several more which are helpful indicators of the credibility
of the model.

The most common values are the crystallographic R-factors. Rint is a measure of how
similar the symmetry equivalent reflections are. The lower the number, the more closely
the integrated data match the symmetry requirements of the crystal system and space
group selected. R1 indicates the measure of agreement between the structure factor of
the data, Fobs, and the structure factor of the model, Fcalc. This is commonly presented
graphically, plotting Fcalc against Fobs, where an ideally fitted model has a 1 : 1 rela-
tionship with the observed data. wR2 is the weighted R-factor, it is a similar measure
to R1, however, it uses the square of the structure factors, F2, and, therefore, is always
larger than R1. The “goodness of fit”, GooF (or S, or χ2), is the ratio between the cal-
culated and weighted-observed structure factors. Ideally the value will converge towards
1.0. Above 1.0 and there is possibly residual scattering density that is not accounted for
in the model, and below 1.0 may indicate an overestimation of the errors of the data.

In addition, the quality of the data will be influenced by the redundancy and data com-
pleteness. Redundancy is an indicator of the number of times an equivalent reflection
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is measured during an experiment. It will ultimately aid in lowering the errors of the
intensities by identifying outliers and is used for intensity corrections caused by crystal
absorption or beam inhomogeneity corrections. Data completeness refers to the percent-
age of experimentally collected Bragg reflections compared to the theoretically possible
number of reflections considering the crystal symmetry. The more complete the data
coverage is, the higher the number of independent reflections are measured. Although
these are both measures that cannot be altered once the data have been collected, when
regarding published structures they are useful statistics to consider.

Powder diffraction refinements

Sometimes it is not possible to grow single crystals of suitable dimensions or quality to
carry out single crystal diffraction. However, with a polycrystalline sample—many small,
individual crystallites—powder diffraction can be performed.

The most significant difference to single crystal experiments is the loss of reciprocal lat-
tice information as the data is reduced to one-dimension. This can result in overlapping
reflections with only the sum of the integrated intensities. As a result, the structural
information that can be obtained from powder diffraction is more limited than for sin-
gle crystal experiments, usually restricted to phase identification, refinements of known
structural models and microstructural analysis of peak shapes. Without prior knowledge
of the expected structure, single crystal experiments are generally necessary to determine
a structure. In this thesis, I use powder diffraction for structural analyses of Ni(NCS)2

in Chapter 4. For Ni(NCS)2 the structural model is already known,30 so the information
obtained was related to changes in the unit cell dimensions. I will highlight the details
important for this analysis.

The most valuable information obtained is the unit cell and crystal symmetry of the
compound. This is obtained from the position of the reflections, collected as a function
of Q. Generally the fractional atomic coordinates and atomic displacement parameters
are not refined, due to the loss of information in the data. It can be possible to refine
these parameters from high quality synchrotron or neutron data where a low number of
parameters are refined, however, this was not applicable in this thesis.

Refinements are typically carried out using Rietveld methods,31 a least-squares minimi-
sation process. These take into account the crystal symmetry and unit cell, which define
where as a function of Q the reflections are expected and which reflections are observed
or systematically absent. The calculated intensities of the model take into account the
atom type and positions. Refinements can also be carried out using Pawley or Le Bail
methods.32,33 These assume an atom-free unit cell and, therefore, only take into account
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the unit cell and space group. In these fits, the calculated intensities are not meaningful
for explicit structural analysis, so the most valuable information to be taken from these
refinements is that the assignment of the symmetry and cell dimensions is correct, as well
as the peak shape.

Typically, the reported value for fitted powder diffraction models is the weighted powder
R-factor, Rwp. This considers the total expected intensity at each angle, rather than
the calculated intensity for each non-equivalent reflection. Similar to the single crystal
R-factor metrics, the lower the value, the closer the model adheres to the observed data.

Powder diffraction can be useful to verify the purity of a powder. Additional peaks
that cannot be modelled by the structure may suggest one or more extra phases are
present in the powder. For measurements that are particularly sensitive to impurities,
such as magnetometry measurements, it is essential to verify phase-pure samples before
the measurements.

Modulated crystal structures

Crystals are defined by their symmetry, and their three-dimensional periodicity, dictated
by the translational symmetry elements which project the contents of a unit cell into the
adjacent one. A subclass of crystals, modulated structures, lack translational symmetry
in at least one axis, whilst still maintaining an average periodic structure. Essentially, the
translational symmetry in the parent structure is broken by a second periodic modulation.

The identifying feature of modulated compounds is the appearance of satellite reflections
in the diffraction pattern (Fig. 1.3a). Whilst the main Bragg reflection retains the in-
formation about the average structure, satellite reflections appear surrounding the main
reflection at regular intervals, usually at a lower intensity than the main reflection. The
position of the satellite peaks holds information about the modulations. The modula-
tions can occur along one-, two-, or three-crystal axes, and the periodicity is described by
the modulation wavevector, q. q is calculated from the distance between the main and
satellite reflections in reciprocal space, which appear at equal distances ±q. Where q
uses rational reciprocal lattice vector coefficients, the structure is commensurately mod-
ulated. For example, q = 1/3 implies a tripling of the unit cell along the given axis.
Irrational coefficients indicate an incommensurately modulated structure, i.e. an increase
of the periodicity that is not commensurate with the average unit cell. The modulation
can arise, for example, as displacements from the average atom position, or atomic site
occupancies.18,34

Modulated structures are assigned superspace symmetry in (3+n) dimensions, where
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Figure 1.3: a) A diffraction pattern of a modulated crystal. The main Bragg reflections (green circles) arise
from the average structure. The satellite reflections (brown circles), observable to the second order satellites,
hold information about the modulation. b) The displacement of an atom against the modulation parameter,
t. An example of the position of the atom in six adjacent average unit cells are shown at the six t-sections
(yellow circles) identified, for a given modulation vector, q ≈ 0.21.

n is the dimensionality of the modulation. The categorisation consists of the average
structure symmetry, the wavevector of the modulation and intrinsic translation along the
nth dimension:35 “Average-space-group(modulation-vector)internal-intrinsic-shift”. α, β

and γ denote incommensurate components of the modulation vector and the intrinsic
translation uses symbols s, t, q and h to denote shifts of 1/2, 1/3, 1/4 and 1/6. For
example, the superspace group Pnma(00γ)0s0 describes a compound with orthorhombic
Pnma symmetry in the average structure, an irrational modulation γ along c*, and a
translation of 1/2 for the symmetry operators along b*.

The periodicity of the superstructure is dictated by the modulation parameter, t. The
atom displacements can be graphically plotted as a function of t, where one period of
the modulation is between t = 0 and t = 1.0. All sections of t give equivalent, but
not identical, representations of the three-dimensional structure. It should be noted
that sequential positions along the graph (t-sections) are not adjacent average unit cells.
Adjacent unit cells are distributed at sequential intervals of q (Fig. 1.3b).

To solve and refine an incommensurately modulated structure, software which can process
superspace groups are used such as Jana200636 or FullProf.37 A modified hkl file is used,
with the data integrated using 3+n dimensions, e.g. hklm reflections, where m holds
information about the satellite order. m = 0 denotes the main Bragg reflection, and
m ̸= 0 for the ordinal of each integrated satellite reflection associated with the main
reflection. Chapter 5 presents diffraction data and structural solutions of three modulated
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structures.

1.3 Magnetic characterisation

The magnetic moment of an electron arises from its intrinsic property of spin (spin an-
gular momentum) in combination with its movement within an orbital (orbital angular
momentum). By incorporating paramagnetic ions, the metal species possess magnetic
moments, and the overall behaviour of the material is dictated by how the moments
interact with each other. The moment interactions can range from being randomly ori-
entated, to following long-range ordered arrangements. The relative orientations of the
moments dictate if the ordering is ferromagnetic, antiferromagnetic, or something more
complex.

In this thesis, the temperature-dependence of the magnetic behaviour is explored, as
well as magnetic changes with pressure for Chapter 4, however, it is possible to induce
changes to the interaction of the moments through other probes, such as applying external
magnetic and electric fields.38,39 Measurements can be carried out to determine the bulk
behaviour of the sample (magnetometry measurements) and the ordering pattern of the
moments (magnetic neutron diffraction).

1.3.1 Magnetometry measurements

Generally, the first method employed to explore the magnetism of a sample is by measur-
ing the magnetic susceptibility. Magnetic susceptibility (χ) is a bulk measurement that
describes the degree of magnetisation (M) of a sample in an applied magnetic field (H),
related by the equation

χ = M

H
, (1.5)

assuming the small field approximation, where χ ≪ 1, so that the magnetic flux density,
B ≈ µ0H, where µ0 is the permeability of free space.40

Magnetic susceptibility is generally measured by a SQUID (Superconducting QUantum
Interference Device). It consists of two superconductors, separated by an insulating layer.
A fixed magnetic field is applied and the sample is moved through superconducting coils,
perturbing the magnetic flux. The change in the flux is proportional to the magnetic
moment and is detected as voltage as a function of sample position.

There are several contributions to the overall magnetism to consider, the effect of which
is dictated by the arrangement of the electrons in the orbitals. All materials exhibit a
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diamagnetic response (χ0), induced by the repulsion of electron pairs in a magnetic field,
which results in a small negative susceptibility. This value is compound specific and is
accounted for using species-dependent values.41

Materials are categorised based on their relative orientations of their moments. Although
at suitably high temperatures moments do not exhibit long-range correlations with their
neighbours (paramagnetic), below a critical temperature, TC , the moments spontaneously
organise themselves. The moments can align exactly parallel to each other, behaving as
a ferromagnet. Conversely, an antiparallel arrangement alignment describes an antifer-
romagnet (Fig. 1.4). There are also more complex scenarios in which the orientation of
the moments are not collinear. From bulk magnetometry measurements these can still be
categorised as ferromagnets or antiferromagnets, where long-range correlations persist.

To determine TC , the magnetisation of the sample is measured as a function of tempera-
ture. TC is marked by the sharp change in the derivative of the susceptibility, dχ/dT . For
ferromagnetic compounds, the ordering temperature is termed the Curie temperature, TC,
below which temperature the magnetisation increases rapidly. Antiferromagnets order
at the Néel temperature, TN, below this temperature the susceptibility decreases due to
the compensation of the antiparallel moments. In comparison, for a paramagnet with no
long-range ordering, the magnetic susceptibility increases exponentially with decreasing
temperatures (Fig. 1.4a).

To relate the magnetic susceptibility of a material to a given temperature, a Curie constant
(C, units emu K mol−1) can be calculated. The Curie constant is compound specific and
indicates the size of the magnetic moment. Assuming only the spin of the moment
contribute to the Curie constant, Cspin only, can be calculated

Cspin only = 0.500 × S(S + 1), (1.6)

where S is the total spin per atom. Experimentally, this value can be extracted by plotting
the product of χT against T and obtaining the value C in the paramagnetic temperature
range, where T >> TC (Fig. 1.4b).

To explore the strength of the magnetic interactions, the magnetometry data is plotted
as χ−1 against temperature. In the paramagnetic temperature range, the susceptibility
of the material should adhere to the Curie-Weiss Law,

χ = C

T − θCW
(1.7)

or for the inverse susceptibility,

16



Figure 1.4: The magnetic behaviour of a paramagnet (brown arrows and lines), ferromagnet (purple arrows
and lines) and antiferromagnet (teal arrows and lines). The magnetic moment ordering shown with arrows.
a) The magnetic susceptibility (χ), with the magnetic ordering temperatures for a ferromagnet (TC) and an
antiferromagnet (TN) identified. b) The χT product. The Curie constant (Cspin only) is shown as a black
dotted line. c) The inverse of the magnetic susceptibility. Dotted lines represent fitting of the linear (high
temperature) region of the data to the Curie-Weiss Law (Eqn. 1.8), and Curie-Weiss temperatures (θCW) is
extracted from the intercept with the x axis. d) Isothermal magnetisation measurements. Saturation (Msat.)
is reached for the paramagnet and ferromagnet. The ferromagnet shows hysteretic behaviour with a coercive
field HC.

χ−1 = T − θCW

C
(1.8)

where θCW is the Curie-Weiss temperature. There is a linear response between the mag-
netic susceptibility and temperature, with the gradient 1/C. θCW describes the summation
(average strength) of the magnetic exchange interactions, the stronger the interactions the
larger the value of |θCW|. The sign of θCW is additionally informative, as positive values
indicate dominating ferromagnetic interactions, whereas a negative θCW value suggests
predominately antiferromagnetic interactions. For paramagnetic materials θCW = 0 K
(Fig. 1.4c). To obtain this value, a suitable temperature range must be chosen to apply
the equation. Equation 1.8 is only valid in the paramagnetic region, where no long-range
or short-range magnetic correlations are occurring. Therefore it is necessary to measure
to temperatures significantly higher than TC .42

When quoting θCW values for a compound, it is important to be aware of other contri-
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butions to the magnetic susceptibility, which will occur within the paramagnetic region
and are temperature dependent, but do not follow the Curie-Weiss Law. Sometimes it is
necessary to add a diamagnetic correction term, χ0, arising from the inherent presence
of repulsive electron pairs. A second effect which can vary the value of θCW is spin-orbit
coupling. This occurs where the spin angular momentum of an electron couples to the
moment generated by its movement. There must be vacancies in the orbitals within the
same subshell as the unpaired electron to permit its movement. This is important in tran-
sition metals such as high-spin Co2+, where the effective (measured) magnetic moment,
µeff., is larger than the calculated magnetic moment accounting for only the number of
unpaired electrons in the atom, µspin only. µspin only is calculated by

µspin only = g
√

S(S + 1) (1.9)

where g is the electron gyromagnetic ratio (or electron g-factor). It is a constant with a
value of 2.0 for a free electron. However, g shows the proportionality between the spin
and orbital angular momentum, so for ions which have larger spin-orbit interactions, the
value of g will be larger than 2.0.43 As a result in these materials, µeff. deviates from the
expected µspin only value. This can be observed in the graphs of χT against T where the
value of χT at high temperatures, i.e. in the paramagnetic temperature range, is larger
than Cspin only. µeff. is related to C by µeff. ≈

√
8C (units cgs), so can be estimated from

the susceptibility data as well.

A second measurement which can be carried out using magnetometry are magnetisation
measurements. These are isothermal measurements, carried out below TC , measuring the
magnetisation at different field strengths. In an appropriately strong applied magnetic
field, the moments will eventually align with the field direction, reaching the saturation
magnetisation, Msat (Msat = gS). In antiferromagnets, as 50 % of the moments are
aligned antiparallel, a transition can occur to switch the orientation of the moments to
be fully parallel, which is observed by a change in gradient, observable in dM/dµ0H.

Unlike a paramagnet or antiferromagnet, ferromagnets will exhibit hysteretic behaviour
as the magnetic field is removed and reversed. After reaching Msat, as the field is removed,
the lag between the change in the field and the change in the magnetisation is known
as the remnant magnetisation, Mrem. It is identified as the magnetisation at 0 T. As
the field is subsequently reversed, there is a delay in the response of the material to
align the moments to the reversed field. Materials that require large magnetic fields in
order to reverse the magnetisation are described as hard magnets, whereas soft magnets
require only a small applied magnetic field. The field at which the magnetisation has
been removed, M = 0 µB per atom, is defined as the coercive field, HC (Fig. 1.4d).

18



1.3.2 Magnetic neutron diffraction experiments

Neutrons interaction with matter (magnetic)

As well as through the strong nuclear force, neutron radiation also interacts with a sample
through dipole-dipole interactions due to the non-zero spin associated with both neutrons
and electrons. Similar to X-rays, magnetic neutron scattering has a form factor depen-
dence, f M(Q). The decline in intensity is more marked than for X-rays, as the diffraction
generally occurs from the valence electrons. f M(Q) is ion specific as electrons can have dif-
ferent sub-shell arrangements.44 Consequently, magnetic neutron diffraction experiments
are usually focussed on the low Q region.

The observed intensities have additional important dependencies. The intensity depends
on the magnetic ion, since it scales proportionally with the square of the number of
unpaired electrons. Moreover, the intensity depends on the angle of Q with reference to
the orientation of the magnetic moment. A maximum intensity is measured when Q is
perpendicular to the vector of the magnetic moment, and zero intensity is detected when
the two vectors are parallel.45

Magnetic structures

Similar to the nuclear (crystallographic) structure, magnetically ordered phases are de-
scribed by a magnetic unit cell, defining the symmetry operators and repeating unit of
the magnetic moment positions and orientations. Although the magnetic ions have a
positional order arising from the nuclear structure, the periodicity may be equal to or
larger than the nuclear unit cell as a result of the moment orientations and magnitudes.
A propagation vector, k, is used to relate the magnetic unit cell to its nuclear unit cell
in reciprocal space. For k = (0, 0, 0) the magnetic unit cell has equivalent lattice spac-
ings between Bragg reflections, and the dimensions of the unit cell are equivalent to the
nuclear one. For k = (0, 0, 1

2), magnetic Bragg reflections additionally occur at the mid-
points between the nuclear Bragg reflections in reciprocal space, indicating a doubling of
the unit cell along the c axis.

Whether the magnetic periodicity is the same or larger than the nuclear unit cell, the
orientation of the moments can lead to a structure with lowered symmetry. The sym-
metry elements for magnetic space groups follow the same convention as for the nuclear
counterparts, with the exception of time reversal. The time reversal operation, t, when
activated, flips the sign of the moment. To denote this in magnetic space groups, a prime
is added to the operation, for example, m′.46 The final magnetic structure is assigned a
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Figure 1.5: Relating a magnetic unit cell (yellow) to its nuclear unit cell (black) for two ordering patterns.
For k = (0, 0, 0), the nuclear and magnetic unit cells are identical. For k = (0, 0, 1

2 ), the magnetic unit cell
is doubled along c.

magnetic space group that is equivalent or lower symmetry to that of its nuclear struc-
ture. There are several notations available for magnetic space groups, in this thesis I have
used the Belov, Neronova and Smirnova (BNS) notation,47 although another commonly
used notation is Opechowski and Guccione (OG),48 and the recently introduced unified
magnetic space group symbols (UNI).49

Magnetic neutron diffraction

Since neutron measurements for magnetic analysis follow the same underlying principles
of diffraction, the set-up for a magnetic diffraction experiment is very similar to that for
determining nuclear structures. There are, however, additional considerations to review
beforehand. As the magnetic scattering has a form factor dependence, it is necessary
to concentrate the data collection to the low Q region where the magnetic scattering
intensities will be largest. The intensity of magnetic scattering is weak compared to
scattering from the nuclear structure, so selecting a diffractometer and wavelength that
permits a higher flux is beneficial. Complex magnetic structures can result in large unit
cells, so using a diffractometer with a long wavelength will reduce the overlap of magnetic
reflections.

Measurements should be taken, at minimum, at two temperature points, above and
below the magnetic ordering temperature. Without the use of polarised neutrons, it is
not possible to detect separately the scattering arising from the nuclear and magnetic
structures.50 The intensities are, therefore, collected simultaneously, and it is necessary
to know which reflections are arising from magnetic scattering to extract information
about the magnetic structure. Consequently, it is important to collect information about
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the nuclear structure in the paramagnetic state as well as in the magnetically ordered
phase. Data are typically collected in the paramagnetic region, close to TC , and below
it, typically at 2 K if a helium cryostat is cooling the sample. The paramagnetic dataset
is then used to determine a model of the nuclear structure. From this, the reflections
arising from the magnetic sturcture can be more obviously identified.

After making the measurements, there are several steps that should be undertaken to
determine the propagation vector and magnetic space group. For single crystal diffraction
data, then general method is outlined:

• Determine the propagation vector: Having modelled the nuclear structure, the mag-
netic reflections are indexed with respect to the nuclear unit cell. If the magnetic
reflections occur in reciprocal space with the same periodicity as the nuclear reflec-
tions, k = 0, and if superlattice reflections are present k ̸= 0.

 Note, this step is only necessary for diffractometers with non-punctual detectors.
In this thesis, single crystal magnetic structure determination was always carried
out using a two-dimensional detector, however, it is more common practice to use
a punctual detector. In these cases, the propagation vector is determined from
previous measurements, for example, from powder neutron diffraction data, or is
determined at the beginning stages of the experiment. If data are collected using a
punctual detector, this step is surpassed and the analysis will start at the following
stage.

• Identify the possible magnetic space groups: From the nuclear symmetry and k, the
crystallographically-attainable magnetic space groups can be identified. Programs
including MAXMAGN,51 ISODISTORT52,53 and Jana200636 are useful for obtaining
these lists.

• Test the models against the data: Each magnetic space group is refined against
the data to see if a reasonable model can be obtained. It is worthwhile beginning
the search with the highest symmetry space groups, the maximal magnetic space
groups, before considering models with lowered symmetry. It is good practice to use
the additional information about the magnetic behaviour obtained from magnetom-
etry, or other measurements, to guide and minimise the number of models tested.
Some space groups limit the accessible moment arrangements through symmetry
restrictions, for example, the moment orientation, which restricts the direction of
the uncompensated moment.
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• Refine the model: Within a model there can be one or more symmetry-independent
magnetic ions. For each magnetic ion, the magnitude of the moment and its orien-
tation are considered during refinements. For insulating materials with 3d valence
electrons, to ensure a physically sensible model, the magnitude of the moment
should not be larger than S for the ion. Similarly to nuclear refinements, if it is
necessary, additional restraints and constraints may be applied to help stabilise the
model.

The principles are the same to solve a structure from magnetic powder diffraction, firstly,
the additional intensities arising from magnetic neutron scattering are indexed, followed
by identifying suitable models. It can be convenient to perform a subtraction of the high
temperature (paramagnetic) from the low temperature (magnetically ordered) diffraction
pattern. The remaining intensities are assumed to arise from the magnetic reflections.
This “difference” diffraction pattern can be used during the indexing and refinement
steps whereby a model is defined with only the magnetic parameters and positions of
the magnetic ions within the unit cell. Particularly during the refinements, refining a
magnetic model against the difference diffraction pattern can remove the prospect of the
magnetic parameters compensating for insufficiencies arising from the nuclear model.

In this thesis, I present magnetic structures obtained from neutron diffraction experi-
ments, performed at the Institut Laue Langevin. Single crystal samples have been mea-
sured using the D19 diffractometer in Chapters 2, 3 and 5. Powder neutron diffraction
experiments were carried out on the D1b diffractometer for data in Chapters 3 and 4.

Magnetic dimensionality

Magnetic materials can be broadly categorised by their dimensionality. In principle, the
magnetic interactions, J, may exist in only one or two directions, leading to the terms one-
and two-dimensional magnetic orderings. However, in practise, although in magnetically
ordered compounds some interactions may be negligibly small, they are rarely zero,54

so these compounds can be more appropriately termed quasi-low-dimensional materials.
In this case, the magnetic dimensionality is an indication of the comparative strength
of the magnetic interactions, J, in each spatial direction. Where J in one or two of the
directions is significantly stronger than the third, the magnetic ordering can be considered
as low-dimensional.55

To probe the strength of J experimentally, inelastic neutron diffraction experiments are
performed. However, approximations of the relative interactions can be determined
through the temperature-dependent magnetisation behaviour close to TC . With neu-
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tron diffraction measurements, data can be collected in incremental temperature steps
around the ordering temperature. For magnetically ordered compounds, as the ordering
temperature is reached (on heating), the magnitude of the magnetic moment decreases
to M = 0 µB at TC . Close to TC , the magnetic moment can be fitted by a power law

M = A(TC − T )β, T < TC (1.10)

where A is a proportionality constant, β is a critical exponent and A, β and TC are all
variables to be fitted. The value of β varies, depending on the ideal model considered.
β = 0.125 for a two-dimensional Ising model and β = 0.367 for a Heisenberg magnet.56

Most compounds exhibit a β within this range, with the more anisotropic arrangements
of J values resulting in lower β.57 Care should be taken over the fitting range as there is
no consistent advice to guide, only that β is valid “near the phase transition temperature
(TC)”,56 broadly fitting the temperature regime which is linear in a log plot. Therefore,
these values are useful indicators of the magnetic ordering behaviour, however, they
should be regarded as just this, rather than precise measures of magnetic dimensionality.

1.4 Pressure

Temperature is the dominant probe used to explore structural and physical properties
within this thesis. However, a particular focus on the response to applied pressure is
explored in Chapter 4 where both X-ray and neutron diffraction, as well as magnetometry
measurements, are performed under pressure.

To apply pressure to a sample a pressure cell is chosen, generally selected by the pres-
sure range that is being measured. For lower pressure experiments, up to 6−7 kbar,
gas pressure cells are used, such as for the neutron diffraction measurements, or using
hydraulic gauge pumps, as for the X-ray data.58 To achieve higher pressures, a variety of
diamond anvil cells are commonly used.59 To aid in equally dispersing the pressure, pres-
sure transmitting media are added to the cells. Inert gases, oils or alcohol mixtures are
commonly used, and are selected based on their ideal pressure and temperature working
ranges, as well as the stability of the sample in their presence.60 The pressure exerted by
the cell is not necessarily equivalent to the pressure experienced by the sample, so, often,
a standard is used to measure the internal pressure. Common standards include silicon or
lead, which have well established pressure-dependent structural strain or superconducting
transitions.61,62

Considering diffraction experiments at pressure, due to the additional scattering arising
from the pressure cell, pressure transmitting medium and the standard, the results from
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pressure data tend to be of a lower quality than their ambient pressure data.63 In powder
data, the full-width half maximum of the peaks generally become broader, due to strain,
as the atom positions vary between unit cells. This is part inherent to the compound, but
is additionally amplified by inevitable non-uniform distribution of the applied pressure.

From the structural refinements of variable-pressure diffraction data information can be
obtained about the strain experienced by the sample. For a given pressure, the change
in an axis length, a, is calculated by ∆a/ainitial. However, these values can be distorted
for unit cells with at least one angle that is not restricted by symmetry (monoclinic
and triclinic symmetry). To make the results more comparable between compounds of
different crystal systems, a set of arbitrary orthogonal axes are assigned, principal axes,
and the changes in dimension are calculated relative to these. For the pressure analysis in
Chapter 4, I have used the software PASCal,64 which assigns principal axes and calculates
the metrics listed subsequently.

The linear compressibility, K (units TPa−1), is a measure of the relative change of a
parameter in response to a pressure change, where for a given principal axis i, Ki =
− 1/εi

dεi
dP

where εi is the strain and P is the pressure. εi is calculated from an empirical
formula εi(P ) = ε0+λ(P −PC)ν, since strain is not typically linear with pressure.65 When
comparing to published data, it is useful to verify the pressure ranges used to calculate the
compressibilities, since, by definition, this values will change with the pressure applied.

A related value commonly reported is the bulk modulus, B0 (units GPa). This is a
measure of how resistant the compound is to pressure. B0 shows the amount of applied
pressure that is needed to reduce the compound to zero volume. A common fitting
method uses the Birch-Murnaghan equation of state66
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V
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 (1.11)

where V is the unit cell volume, B′
0 is the derivative of the bulk modulus and variables

with subscript 0 denote ambient pressure. Note that in some texts, the bulk modulus
can also be referred to as K, however, the notation using B0 is used throughout here. A
second order fitting of Birch-Murnaghan equation of state assumes B′

0 = 4, negating the
second bracket. A lower B0 suggests the compound is soft and more easily compressed,
with values ranging several orders of magnitude.67,68
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1.5 Thiocyanate ligand profile

The majority of structures reported and characterised in this thesis use the thiocyanate an-
ion, NCS– , as the common building block. Before discussing the properties of thiocyanate-
based frameworks, it is worth regarding the character of the thiocyanate anion as a ligand
from a structural and magnetic perspective.

Thiocyanate as a bridging ligand

NCS– is a linear, ambidentate ligand, coordinating through either the N or S atom as a
result of its resonance forms. In addition, NCS– will simultaneously coordinate through
both atoms, with a variety of coordination modes including µ1,3, µ1,1,3 and µ1,3,3−NCS69

(Fig. 1.6a). The benefit of two coordinating atoms is that NCS– can be incorporated
into framework compounds as a bridging ligand. Thiocyanate frameworks bridging metal
centres have been explored, in particular, for their magnetic70 and optical71 properties.

Unlike many frameworks with molecular ligands, such as HCOO– , N –
3 , N(CN) –

2 , the co-
ordinating atoms of the thiocyanate are asymmetric, which brings about both synthetic
challenges, but, also, structural diversity. The coordination character of the thiocyanate
anion can be evaluated by the soft and hard acid/base classification.72 By comparison of
the extent of polarisability of the terminal atoms, N is considered ‘hard’, typically coordi-
nating to harder metals, such as first row transition metals, as observed in Mn(NCS)6

4−

or Ni(NCS)6
4− complexes.73,74 With an additional electron shell occupied, sulfur has a

more diffuse spread of electron density, and shows a preference coordinating to ‘softer’
metals, such as Pt(SCN)6

4− or Bi(SCN)6
3−.75,76

In addition, the metal−ligand bond angles have pronounced differences, especially in the
µ1,3 coordination mode. The∠M−N−C is close to 180° and∠M−S−C is towards 100°.77

The combination of the more diffuse M−S bonds and narrower ∠M−S−C bond angles
in particular, can lead to flexibility in the frameworks and obtain alternative structures
to other frameworks with molecular ligands, or compounds with atomic anions.78,79 A
particular focus on the flexibility and structural diversity of thiocyanate frameworks is
explored in Chapters 4 and 6, and the utility of molecular anions over atomic ones for
synthetic simplicity and for magnetic behaviour in Chapters 3 and 4.
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Figure 1.6: a) Three coordination arrangements of bridging thiocyanate anions (NCS−). N = blue, C =
black, S = yellow, paramagnetic metal = purple. b) The superexchange pathway through Mn−O−Mn. The
alignment of the unpaired Mn magnetic moments (brown arrows) are antiferromagnetic with a bond angle of
180° and ferromagnetic with a bond angle of 90°.

Thiocyanate for magnetic superexchange

When coordinating to paramagnetic ions, the thiocyanate anion has been used to con-
struct frameworks with long-range magnetic order. Typically, in a framework with
µ1,3−NCS coordination mode, the metal ions are separated by approximately 6 Å, de-
pending on the nature of the metal.80,81 This distance is large for the metal ions to directly
interact, therefore, the thiocyanate anion acts as a bridge to sustain the magnetic inter-
actions. The interaction route, the superexchange pathway, occurs as the overlapping
orbitals of the metal and a non-magnetic ligand promote the exchange interactions.82

For simple, one atom, superexchange pathways, the representative exemplar being
Mn−O−Mn, the type of magnetic exchange interactions experienced can be quali-
tatively predicted by the Mn−O−Mn bond angle.83 As the angle approaches 90°, a
ferromagnetic moment arrangement of the two Mn2+ ions is experienced. Whereas, for
180° pathways, antiferromagnetic interactions are expected. This is rationalised by the
variation of filled and vacant p- and d-orbital overlap84 (Fig. 1.6b).

This can be a helpful guide, however, it is not as straightforward when extending this
principle to a multi-atom superexchange pathway. There are examples of isomorphic
thiocyanate frameworks with varying magnetic properties, by only altering the metal ion,
without large alterations to the superexchange angle. This is demonstrated in Chapter 3
for the isomorphous CsM(NCS)3, M = Mn, Co, Ni, which have varied magnetic properties.

In general, the strength of the magnetic interaction decreases with the superexchange
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distance, which grows with the number of atoms in the superexchange anion.85 This is
notable in dicyanamide (N(CN) –

2 , dca) anions, where the µ1,3−dca (three-atom) superex-
change pathway permits long-range magnetic ordering, but µ1,5−dca (five-atom pathway)
compounds do not.86,87

The thiocyanate anion is proving to be a versatile superexchange ligand, with
ferromagnetic,80 antiferromagnetic ([Na(OH2)3]Mn(NCS)3, Chapter 2) and non-collinear
magnetic orderings (CsM(NCS)3, Chapter 3).

From both a crystallographic and a magnetic point of view, the thiocyanate anion has
the potential to exhibit a variety of structures and more unusual magnetic orderings.

1.6 Functional design

With different components to add or combine as well as ligands with multiple coordina-
tion modes, a whole host of structures are possible for inorganic framework materials.
Therefore, from a design point of view, there are several considerations that can be taken
into account to encourage certain structural or physical properties. This can include the
steric bulk of the components, dimensionality of the framework and the crystal symmetry.

A-site cation size

Although usually interacting with the framework through non-covalent interactions, the
A-site cations, where present, play an important role in dictating the connectivity of the
framework components.

The ratio of the steric bulk of the A- and M-site species is known to drive certain structure
types.5,88 The relationship is defined by the Goldschmidt tolerance factor (t), in the
simplest terms,

t = rA + rX√
2 (rM + rX)

, (1.12)

where the radii of the A, M and X sites are defined by rA, rM and rX.5 This follows for
perovskite materials, with corner-sharing MX6 octahedra in three-dimensions. An ideal,
undistorted perovskite has a t broadly between 0.9 and 1.0, CsPbCl3 (t = 0.87)89 but by
adopting tilted octahedra a ratio between 0.75 and 0.9 is observed, such as for BaCeO3

(t= 0.856).90 t > 1.0 and < 0.75 will likely result in hexagonal and orthorhombic
structure-types, as is reported for Ba2TiMnO6 (t = 1.08)91 More recently, this approach
has been adapted by including a term for the oxidation states,92 or by accounting for
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Figure 1.7: Different M−X connectivity by changing the size of the A-site species. a) An ideal perovskite with
a tolerance factor close to 1. b), c) and d) show three thiocyanate-based frameworks, b) with a monoatomic
A-site species, CsM(NCS)3, c) a multi-atom species, [Na(OH2)3]Mn(NCS)3 and d) with no A-site component,
M(NCS)2. A = purple, M = teal, X = brown, N = blue, C = black, S = yellow.

molecular, non-spherical A and X species.6,93

Using the tolerance factor has proved reliable for compounds with only atomic com-
ponents, yet, AMX3 compounds with at least one molecular component exhibit a
range of structures, which are not predictable by radius ratios alone. For thiocyanate
based compounds, the AM(NCS)3 family are less numerous, including CsNi(NCS)3,78

[Na(OH2)3]Mn(NCS)3,81 [1,3-Im]Mn(NCS)3 (1,3-Im = 1-ethyl-3-methyl imidazolium),94

RbHg(NCS)3,95 CsCd(NCS)3
96 and RbCd(NCS)3.96 Of these, only CsCd(NCS)3 adopts

the perovskite structure. The other compounds adopt one-dimensional (RbHg(NCS)3)
or two-dimensional frameworks. CsNi(NCS)3 and RbCd(NCS)3 have post-perovskite
connectivity. Post-perovskite structures are closely related to perovskite structure-
type, with a combination of edge-sharing and corner-sharing octahedra (Fig. 1.7b).
CsNi(NCS)3 has paramagnetic Ni ions, however, previously no magnetic data had
been reported for the compound. The post-perovskite structure-type and magnetic
structures are discussed in more detail in Chapter 3. Both [Na(OH2)3]Mn(NCS)3 and
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[1,3-Im]Mn(NCS)3 adopt edge-sharing, honeycomb frameworks (Fig. 1.7c). The A-site
cations are positioned within the hexagonal voids, and it is likely that the frameworks
are templated by the larger A-site cation, compared to Cs+ or Rb+. The influence of the
Na(OH2)

+
3 cations on the structure and magnetic properties of [Na(OH2)3]Mn(NCS)3

are discussed in Chapter 2. Several thiocyanate double perovskites exist which do
adopt the perovskite structure-type, [NH4]NiCd(SCN)6,97 ANiBi(SCN)6 A = K+, NH +

4 ,
CH3NH

+
3 , C(NH2)

+
3

98 and MPt(SCN)6 M = Mn, Fe, Co, Ni, Cu99 where the A-site is
not occupied.

In protonated amine formate (HCOO– ) frameworks, the size of the cation has a di-
rect effect on the topology of the framework. Where the countercation is CH3NH

+
3 ,100

NH2(CH3)
+

2
101 and C(NH2)

+
3 ,8 the frameworks adopt three-dimensional, perovskite-type

frameworks. In comparison, the incorporation of the smaller NH +
4 cation results in a

three-dimensional hexagonal structure,102 whilst A-site species larger than C(NH2)
+

3 ,
such as [CH3NH2(CH2)2NH2CH3]2+,103 result in an alternative framework with open,
hexagonal channels to accommodate the bulkier cations, which would be too large to
be positioned within the perovskite-type cavities.104

Similarly, in dicyanamide (N(CN) –
2 , dca) frameworks, a modified tolerance factor has

been developed to determine the A-site cation volume limits, for AM(dca)3 frameworks
to adopt perovskite topology.105 The longer M−X−M distances for dca frameworks, com-
pared to thiocyanate or formate frameworks, means that the A-site cavity is larger
(dM−dca−M ≈ 10.6 Å, dM−NCS−M ≈ 6.1 Å and dM−HCOO−M ≈ 5.9 Å)106,107 and cations
with a larger volume, like [CH3(CH2)3]3BnN

+ Bn = C6H5CH2, can be incorporated into
a dca-perovskite framework, before reaching the upper boundary.105 Ph4As

+, depend-
ing on the calculation method, has an equivalent or slightly larger cation radius than
[CH3(CH2)3]3BnN

+.105 Instead of a perovskite structure, [Ph4As]M(dca)3 M = Co, Ni,
Ph4 = tetraphenyl,108 adopt post-perovskite topology, isostructural to CsNi(NCS)3.78

Vacant A-sites

Compounds without A-site cations do not necessarily form perovskite structures with
empty A-site positions, there is a variety of other structure-types these compounds have
been reported to adopt.109 Halide compounds with MX2 and MX3 stoichiometry, adopt
two-dimensional layers, grouped under the van der Waals family. The thiocyanate anion
is regarded as a pseudohalide, highlighting its similarity in reactivity and ligand topology
to that of its halide counterparts. This is particularly evident in the binary thiocyanates
M(NCS)2 M = Mn, Co, Fe, Ni, Hg,30,70,80,110 which are isostructural to their analogous
metal halide MX2 (Fig. 1.7d). The compounds consist of edge-sharing octahedra, with
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µ1,3,3−NCS connectivity. Although the M· · ·M separation is elongated within the plane,
the interlayer M· · ·M separation is comparable, NiCl2 dinterlayer = 6.14 Å111 compared to
Ni(NCS)2 dinterlayer = 6.16 Å.80 The symmetry, however, is not the same, with the incor-
poration of a linear, non-symmetric thiocyanate. It lowers the symmetry to a monoclinic
space group, compared to the spherical halide anions which crystallise with hexagonal
symmetry.

Denser frameworks are observed for binary dca frameworks, M(dca)2 M = Cr, Mn, Fe,
Co, Ni, Cu,112,113 which crystallise with a three-dimensional network through µ1,3,5−dca
coordination. This is in contrast to the binary thiocyanates or halide, as a result of the
additional coordination site at the central N atom.

Combining functionality

The expression of some physical properties are inherently dependent on the crystal sym-
metry. This is particularly evident in physical properties that demand polarity. Com-
pounds which adopt non-centrosymmetric space groups hold potential for exhibiting fer-
roelectric behaviour.16,114 Electrical conducting materials are sought after for their more
robust memory storage as a result of their hysteretic behaviour,115 whilst piezoelectrics
and opto-electrics are components of sensors, for example, for wearable devices.116 There
are several routes that can be employed to favour a polar space group, with methods
including phase transitions and structural distortions.

At ambient temperature, components have sufficient energy to exhibit dynamic disor-
der. This is particularly observed in both A-site cations and X-site anions. As the
compound is cooled, these compounds undergo temperature-induced phase transitions
as the disordered components settle into a fixed orientation. In the formate frameworks
[MHy]M(HCOO)3, MHy = methyl hydrazinium (CH3NH2NH

+
2 ), M = Mn, Mg, Fe, Zn,104

the high temperature phase has the R3̄c space group, with the MHy cations rotating
around a two-fold axis. As the compounds are cooled, these rotations are thermally in-
hibited, leading to a phase transition to the polar R3c space group. Similar behaviour has
been observed for formate frameworks with imidazolium (C3H5N

+
2 ),117 formamidinium

(NH2CHNH
+

2 ),118 ethyl ammonium (EMA, CH3CH2NH
+

3 )119 and dimethyl ammonium
(DMA, (CH3)2NH

+
2 ).120,121 The essential requirement is using an A-site cation without 1̄

point group symmetry, so that static disorder gives rise to non-equivalent cation orienta-
tions. Conversely, [DMA]M(HCOO)3, M = Na0.5Fe0.5

122 and [NH2NH3]M(HCOO)3, M =
Mn, Zn,123 have polar structures at room temperature, and undergo a phase transition
to a non-polar structure when heated.

With longer, flexible ligands, such as dca, the order-disorder phase transition can arise
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from ligand positional order as well. [C5H13NX]M(dca)3 X = Cl, Br; M = Mn, Cd,124,125

exhibit both A-site and X-site positional ordering with lowered temperatures. Where X
= Br, this results in polar symmetry, for X = Cl, the cations and dca order so that the
centre of inversion is retained.

Structural distortions

It is a common pursuit to obtain compounds with more than one desirable physical
property. Termed multiferroic compounds, a polar property such as ferroelectricity is
combined with magnetic or elastic behaviour. These are advantageous as the material
has more than one ferroic order parameter, and so, for example the magnetic behaviour
can be controlled by electric fields. Most compounds exhibit type-I multiferroic behaviour,
where, for example, the magnetic and electric transitions occur at different temperatures.
This results in the behaviour of the two properties being weakly coupled. The majority of
molecular ferroelectrics have been reported for formate frameworks, triggered by magne-
tostriction and ferroelastic distortions, such as in [DMA]M(HCOO)3, M = Mn, Ni.126,127

Type-II multiferroics exhibit a phase transition to a long-range magnetically ordered
and electrically ordered state simultaneously, overcoming the weak cooperative nature
of Type-I mutiferroics. Magnetic ordering with complex helical or non-collinear moment
arrangements can break the inversion centres, therefore ordering in a polar space group.
These are significantly sparsely reported, mainly due to the complex magnetic struc-
tures required. Reports of Type-II multiferroics have been limited, almost exclusively,
to compounds with triangular lattices which induce geometrically frustrated magnetic
layers.128,129

Structural and chemical distortions can also be considered in terms of chemical and posi-
tional orderings. The mechanisms explored in this thesis are octahedral tilts, A-site and
M-site orderings. Although these distortions can occur in any crystalline compound with
M−X octahedra, they are usually explained using the aristotypic cubic perovskite. Start-
ing from an ideal perovskite with Pm3̄m symmetry,130 a double perovskite can be formed
by incorporating two cations on the same site, AA′M2X6 or A2MM′X6. Cations on the
same site may distribute themselves randomly, forming a solid solution, or they can ex-
hibit an ordered arrangement within the structure. The most common ordering patterns
are rocksalt, layered and columnar ordering (Fig. 1.8a). The types and combination of
the cation orderings systematically reduce the symmetry of the structure.

Ordering of the M-site cations is observed for both atomic and molecular perovskites.
For the majority of compounds with only atomic components, rocksalt ordering is ob-
served. This ordering is favoured as it favours separating ions with large charge differ-
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Figure 1.8: a) The three common site orderings: rocksalt (left), columnar (middle) and layered (right), shown
for M-site ordering in A2MM′X6 double perovskite. The A-site cations have been removed for clarity. Black
lines represent the M8X12 metal cages, which are not equivalent to the unit cell. b) How the rotation of the
octahedra will change the position of the thiocyanate ligand relative to the pseudocubic cages (black lines).
The ligand can be in the left or right cage (left arrow) or in one of the cages in the row in front (right arrow)
depending on the tilt of the octahedra. M = teal octahedra, M′ = black octahedra, X = brown, N = blue,
C = black, S = yellow.

ences and reduces strain where ionic radii vary,131 as observed for Sr2MMoO6, M = Mg,
Mn, Fe, Co, Ni.132 In thiocyanate frameworks, all M-site double perovskites show rock-
salt ordering: [NH4]2Ni{Cd(SCN)6},97 M{Pt(SCN)6}, M = Mn, Fe, Co, Ni, Cu99 and
[□A]Ni{Bi(SCN)6}, □ = vacancy; A = K+, NH +

4 , CH3NH
+

3 , C(NH2)
+

3 .98 This ordering
may be further influenced by the alternate coordination preferences of the thiocyanate
termini, which acts as a template. All the compounds have [NiN6] and [MS6] M = Cd, Pt,
Bi, coordination spheres, based on the likelihood of coordination to the N and S atoms.
In comparison, of the dicyanamide or formate perovskite-type compounds, randomly ar-
ranged solid solutions of the M-site are generally reported.133,134

A-site cation ordering is significantly less commonly reported. Without a large electro-
static or steric persuasion, the cations will likely be distributed randomly. A-site vacancy
oxide perovskites have been reported to adopt layered A-site order, in [□ 2

3
La 1

3
]MO3 M =

Nb, Ta,135 [□ 2
3
Ln 1

3
]MO3 Ln = lanthanide; M =Ta, Nb,136,137 whereas, long-range rocksalt
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ordering has been observed in [NaBa]LiNiF6
138 and Na2BaFe4F12.139 Despite the distor-

tions through A-site ordering, these compounds remain in centrosymmetric space groups,
with the exception of [□ 2

3
Dy 1

3
]MO3.

It is difficult to separate the A-site ordering from the octahedral tilt sequences observed,
as the rotation of the octahedra are closely linked to the size of the A-site cation. Tilt
sequences are usually activated when there is a size mismatch between the void within the
[M8X12] cage and the A-site cations.140 To describe the tilt sequences, Glazer notation
can be employed.141 Here, superscript “+” denotes in-phase tilts (rotations of all the
octahedra along a given axis occur in the same sense), and superscript “−” describes
out-of-phase tilts (octahedra alternate between clockwise and anticlockwise rotations).
For completeness, “0” identifies an axis where the octahedra are not rotated relative to
the axis. Arbitrary letters are assigned to the axes (a, b and c) defining a comparative
magnitude of the rotation. For example, the most common tilt pattern reported for
perovskites is a−a−c+, describing out-of-phase tilts along the a and b directions of equal
magnitudes, and in-phase rotations along c, of a different magnitude.

In perovskites with atomic components, the combination of tilt sequences, defined as
conventional tilts, are restricted since the octahedra are directly joined through the X
anions. However, by introducing molecular X species, the octahedra are connected, but
no longer share the same atom, so that the octahedra have additional freedom to adopt
tilt sequences that are not observed in atomic perovskites, known as unconventional
tilts.142 Thiocyanate frameworks have octahedra that are inherently tilted due to the
bond angles of the N (≈ 180°) and S (≈ 100°) atoms. In the doubly ordered perovskites
[□A]Ni{Bi(SCN)6}, where A = CH3NH

+
3 and C(NH2)

+
3 uncommon or complex tilt se-

quences are reported.98 It has been noted for A = CH3NH
+

3 , that the unconventional
tilt pattern arises in conjunction with complex orderings of the A-site species. Due to
the bent nature of the M−S−C bond angle, the thiocyanate ligands are not positioned
parallel to the [M8(NCS)12] cage edges, they point within a cage (Fig. 1.8b). In addition
to the octahedral tilting which inherently changes the volume of the A-sites, the presence
of thiocyanate anions within the cage will further reduce the volume. Consequently, the
more ligands that are positioned within a cage, the more likely that the A-site within
the cage will be vacant, due to steric bulk. The complexity in the orderings do not in-
trinsically result in a polar space group, with [□(CH3NH3)]Ni{Bi(SCN)6} adopting P2/n
symmetry.

Complex ordering have also been observed in hypophosphites and azides, for example
[NH2(CH3)2]MnX3, X = (H2POO)143 and N3.144 Nevertheless, a molecular anion is not
the only requirement to achieve unconventional tilts and orderings. Formate frameworks
generally adopt structures with conventional tilt sequences, which has been attributed to
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the rigidity of the M−O−C bond angles.142 A variability in the M−X bond angle is also
necessary.

1.7 Designing magnetic materials

Although paramagnetic ions are integral components of magnetic materials, there are
several factors which will influence their behaviour by considering the nature of the non-
magnetic components. Magnetic properties have been altered through the dimensionality
of the framework, the superexchange species or the connectivity of the lattice.

Two-dimensional magnets: atomic superexchange species

Low-dimensional frameworks have a connectivity in only one or two directions, form-
ing chains or layers. Although low-dimensional frameworks do not inherently engender
low-dimensional magnetism, the spatial separation of metal ions can encourage magnetic
interactions of differing strengths. Magnetic low-dimensionality, where the magnetic in-
teractions are primarily limited to one or two directions, is particularly enticing from a
magnetic design approach. Magnetically ordered phases in two-dimensions were originally
thought to not exist, yet there are now several experimentally realised examples.145,146

With the progression of spintronics technologies, where the spin is utilised for information
storage or transport, the push for smaller and more compact devices has driven scientists
to search for low dimensional designs.54,147

A commonly explored family of compounds are the van der Waals materials. These
are layered compounds, so-called for their weak interlayer interactions. In MX2 and
MX3 halides, helimagnetic ground states are observed in NiBr2 below TC = 23 K148

and MnI2 TC = 3.4 K.149 These, like several halides, including MI2 M = Co, Ni150

and FeCl3,151 adopt non-collinear, and sometimes incommensurate, magnetic structures.
MX2 compounds crystallise with either trigonal CdI2-type structures or rhombohedral
CdCl2-type structures, the difference being the off-set of the stacked layers. In both
structures, the compounds have triangular lattices with metal verticies, bridged by two
µ1,1−X anions. In comparison, MX3 halides adopt rhombohedral BiI3-type structures
or monoclinic AlCl3 structure-types, again dependent on stacking arrangements. In this
case, the magnetic ions are connected in hexagons. For both MX2 and MX3 compounds
with helimagnetic structures, the complex orderings have been attributed to the metal
lattice arrangement creating competing interactions.152,153

In particular, layered materials are attractive for the low energy barrier to cleave layers,154
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which has motivated investigations into exfoliating van der Waals materials to few-layer
or monolayer limits.155 Recently, monolayer magnetism has been experimentally reported
in CrI3,156 the chalcogenides FePS3

157 MnSe2
158 and the tellurides Fe3GeTe2

159,160 and
CrGeTe3.161 Notably, except FePS3, at the single-layer extreme, the compounds order as
ferromagnets. As the demand for larger storage capacity continues, the need for more
compact methods to hold information follows accordingly, and incorporating magnetic
thin films into devices as materials with higher density data storage is one method to
meet technological needs.162

Frameworks with molecular ligands

Although it is expected that the magnetic interactions are weakened by a longer, molecu-
lar superexchange pathway, this has not deterred scientists from exploring this territory.
Exploring magnetism in frameworks with molecular ligands can lead to an array of mag-
netic behaviour, including weak ferromagnetism and non-collinear magnetic structures.

Frameworks with weak ferromagnetism are commonly attributed to arising from anti-
symmetric exchange (Dzyaloshinskii-Moriya) interactions. This is commonly explored
in formate-based frameworks with protonated amine cations which show non-collinear
orderings. NH4M(HCOO)3 M = Co, Ni adopt weak ferromagnetic structures102 as well
as [CH3NH3]M(HCOO)3

163 and [C(NH3)2]M(HCOO)3
8 M = Mn, Fe, Co, Ni. These ar-

rangements are generally attributed to having competing interactions and antisymmetric
exchange interactions mediated by the non-centrosymmetric formate anion, which favour
canted spin arrangements.164

The binary thiocyanates M(NCS)2 M = Mn, Fe, Co, Ni30,80,165 adopt structures that are
isostructural to that of the MX2 halides, with the inclusion of the thiocyanate lowering the
structure to a monoclinic symmetry. They all magnetically order between TN = 20−78
K,30,80 yet, despite the ligands and framework topology being the same, the ground state
magnetic structures are not all equivalent. The Mn, Fe and Co analogues order with in-
plane antiferromagnetic stripes, which are ferromagnetically coupled between the layers.
In contrast, Ni(NCS)2 orders with ferromagnetic layers coupled antiferromagnetically,166

similar to MCl2, M = Co, Fe, Ni.167,168 The switch in magnetic ordering is believed to arise
from the d-subshell occupancies and arrangement for the transition metal (eg

x and t2g
y),

in combination with the orbital overlap with the thiocyanate.80 This rationale has been
observed experimentally for halide-based and molecular-based superexchange pathways
as well.169,170

The binary dicyanamides, M(dca)2, despite matching stoichiometry to the thiocyanates,
have a three-dimensional connectivity through µ1,3,5−dca coordinations. Unlike
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Figure 1.9: The ligand coordination for the binary compounds, a) M(NCS)2 and b) M(dca)2 dca = N(CN)2.
The brown line indicates the M· · ·C· · ·M angle. M = teal, N = blue, C = black, S = yellow.

M(NCS)2, M(dca)2, M = Co, Ni,112 order as collinear ferromagnets, whereas M = Cr,
Mn and Fe171,172 order as weak ferromagnets. The changes in orbital electron occupancy
cannot be applied to rationalise the trend in magnetic behaviour alone. Both the ordering
temperatures and Curie-Weiss values are lower than that of their comparative M(NCS)2

members, which are tentatively attributed to a competing number of simultaneous
ferromagnetic and antiferromagnetic interactions, arising from the three coordination
sites of the dca anion.172

The principle of predicting exchange interactions from the superexchange angle have
proved a useful explanation for the magnetic behaviour in atomic-based compounds.
This has been particularly apparent for compounds under applied pressure. It has
been noted for several metal halides, MX2, MX3 and chalcogenides MPS3, that as the
M−X−M bond deviates further from 90° under compression, the ferromagnetic character
is less dominant,173,174 to the extent that the magnetic ordering temperature decreases
for CrGeTe3 despite the shortening Cr· · ·Cr distances.174 For molecular-based frameworks,
the adherence to the angle dependence for predicting magnetic interactions is not straight-
forward. M(dca)2 was hypothesised to have a critical M· · ·C· · ·M angle above which the
magnetic ordering switches from weak ferromagnet to collinear ferromagnet.175 However,
this was disproved by the characterisation of [Fe0.5Ni0.5](dca)2, which has a M· · ·C· · ·M
angle of 141.7°, but does not magnetically order with an analogous structure to either
the ferromagnets or weak ferromagnets.86 This superexchange angle has also been ex-
plored for azide frameworks, regarding the Ni−N−N bond angle. As the angle widens
(approximately 122° to 151°) the strength of the antiferromagnetic interactions generally
decreased.176

The spatial relationship of the magnetic ions, closely related to ligand connectivity and
superexchange angles, is a common design consideration to tune the magnetic proper-
ties. It is well known for frustrated magnets, which do not exhibit long-range magnetic
ordering, that by choosing a triangular lattice, the likelihood of a frustrated system is in-
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creased (geometrical frustration).177 The arrangement of magnetic ions has been explored
in azide-coordianated frameworks, where by keeping the superexchange pathway the
same, µ1,3−N3, but altering the topology of the framework, different magnetic character-
istics could be obtained. The distorted honeycomb framework, trans−Mn(N3)2(4−Mpy)2

Mpy = 4-methylpyridine, orders as an antiferromagnet,178 whereas the [M4(N3)4] square
topology, including NiN3(2−apy)2(ClO4) · nH2O 2-apy = 2-amino-ethyl pyridine176 and
Mn(4−PMK)(N3)2 4-pyridylmethylketazine,179 order as weak ferromagnets. The azide
framework with a Kagomé lattice, Co(N3)2(bpg) ·DMF4/3 bpg = meso-α,β-bi(4-pyridyl)
glycol, potentially shows ferrimagnetic ordering.180,181

The effect of the paramagnetic ion arrangement has also been explored in thiocyanate
frameworks. One-dimensional M−(NCS)2−M chains of doubly bridged cations is a com-
mon motif.182 By changing the arrangement of the Co cations in Co(NCS)2(4−cp)2 4-cp
= 4-chloropyridine, from a linear chain to a corrugated chain, the anisotropy could be
switched, resulting in a change from an antiferromagnetic to weak ferromagnetic be-
haviour. Here, the single-ion anisotropies could be tuned based on the cis or trans ar-
rangements of the thiocyanate ligands.182

Heteroleptic frameworks

Ligand choice is undoubtedly important for magnetic materials, having an impact through
their bonding angles, connectivity and lattice arrangements. To further tune the magnetic
properties, compounds have been synthesised with more than one type of bridging lig-
and within the framework, a heteroleptic framework. By mixing bridging motifs, such as
azides and carboxylates in Mn2L2(N3)3 L = isonicotinate,183 the ligands can bring about
conflicting interactions.184 It has been reported that the competing interactions brought
about by the azides and carboxylates leads to frustrated magnetic behaviour,183,185 iden-
tified by a θCW over 10 times larger than TC .

In addition, ligands can be explored where the strength of the magnetic interaction is
altered between different superexchange pathways, for example, ML2(NCS)2 M = Co, Ni,
L = pyrimidine or pyrazine.186–188 The addition of the longer ligands tends to decrease
the overall strength of the magnetic interactions and lower the ordering temperature, for
example, Co(pym)(NCS)2 has TN = 7.1 K188 compared to Co(NCS)2 TN = 20 K.80

A similar trend in ordering temperature is observed for terminally coordinating, ancil-
lary, ligands as well. A variety of ligands have been included for thiocyanate frame-
works, including MLx(NCS)2 M = Co, Ni, L = ethyl isonicotinate, x = 4;79 M = Co,
Ni, Fe, L = 4-acetylpyridine, x = 2.189,190 In these examples, the ordering temperatures
are consistently lower than their M(NCS)2 members, likely influenced by the less effi-
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cient superexchange paths. It is sometimes synthetically unavoidable to create mixed
ligand thiocyanate frameworks, which are probably influenced by the preferential coor-
dination of the first row transition metals to the N over the S atom. It is common for
transition metal thiocyanate compounds to coordinate to solvent molecules as well, in-
cluding Mn(NCS)2 · 2H2O,191 M(NCS)2(THF)2 THF = (CH2)4O,192 M(NCS)2(NCMe)2,
Me = CH3

192 and Mn(NCS)2(EtOH), EtOH = C2H5OH.193 These ligands are typically
terminal , although the small steric bulk of OH2 and NCMe permit two-dimensionally
bridged thiocyanate frameworks, with a Curie-Weiss temperature an order of magnitude
larger than, for example, the THF or EtOH compounds which adopt one-dimensional
M−(µ1,3NCS)2−M chains.192,193

Compounds with bridging molecular ligands exhibit a variety of magnetic orderings, influ-
enced by several factors, including spin anisotropy, orbital occupancy, the superexchange
angle and the framework topology. These factors are not distinct, and cannot necessarily
be separated as many of these mechanisms overlap or co-exist depending on the structure
and composition of the compound.

1.8 Neutrons for complementary information

This thesis has a focus on using neutron diffraction to gain information about the materi-
als studied. Sometimes, neutron diffraction measurements reveal information that might
be obscured or undetectable through other techniques alone. Two examples are outlined
below, highlighting how neutron experiments can complement other analyses and further
probe the structural and magnetic properties of materials.

Modulated structures and hydrogen bonds

Although the phenomenon of modulated structures is not uniquely accessible by neutron
diffraction, there are instances where synchrotron radiation may be used, in certain sce-
narios, neutron diffraction proves to be a powerful tool. Neutrons may be chosen as the
preferred radiation source for a compound with long-range magnetic ordering, so that the
nuclear and magnetic structure are probed simultaneously. In addition, if the quantity
of powder or dimensions of the single crystal are large enough, neutrons have the bene-
fit of no form factor dependence, permitting data collection to large Q ranges, ideal for
structural analysis.

Neutron diffraction was proved a beneficial technique for the formate frameworks
[CH3NH3]M(HCOO)3 M = Co, Ni, which undergo several temperature-dependent phase
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transitions to incommensurately modulated structure.18,194 Neutron diffraction experi-
ments were employed to follow these transitions and determine the structural evolutions
in each phase. Below its magnetic ordering temperature, [CH3NH3]Ni(HCOO)3 orders
with concomitant nuclear and magnetic modulated structures, which is only evident
through the neutron studies. The phase transitions are activated by changes, and
competition, of hydrogen bonds between CH3NH

+
3 and the ligands. Since the coherent

scattering of neutrons from hydrogen atoms is detectable, determining the position of
hydrogen atoms and defining hydrogen bond lengths is possible. For these compounds,
both the structure and the trigger for the modulated phases were determined from the
neutron data. The use of neutron diffraction for modulated structures are reported in
Chapter 5. In addition, hydrogen atom positions and hydrogen bond interactions are
reported, in particular, for [Na(OH2)3]Mn(NCS)3 in Chapter 2 and [CH3NH3]M(HCOO)3,
M = [CoxNi1−x] in Chapter 5.

Non-collinear magnetism

There has been a hightened interest towards identifying materials with non-collinear mag-
netic structures, which are believed to be useful for spin-based memory storage, where the
orientation of the moment holds information.195 Weak ferromagnetic structures are evi-
dent from magnetometry measurements alone: their signature traits exhibiting dominat-
ing antiferromagnetic behaviour in the susceptibility, and likely a negative θCW, combined
with hysteretic behaviour in magnetisation measurements and a magnetisation moment
well below the expected M sat.

However, compounds have also been shown to order with non-collinear antiferromagnetic
orderings. In these examples, such as Pr2PdAl7Ge4,196 there is more than one crystal-
lographically independent moment which align antiparallel to themselves, but are not
collinear with each other distinct moment. Other ordering exhibit complex helical and/or
incommensurate orderings, such as the extensively studied multiferroic BiFeO3.197 Since
magnetometry measurements detect the average of all the moments, and all the moments
are compensated, the intricacy of these structures is not perceptible from magnetometry
data. The magnetic structure of the non-collinear antiferromagnet CsMn(NCS)3 is de-
termined from neutron diffraction data in Chapter 3, which is otherwise hidden in the
magnetometry data.

39



1.9 Objectives

The principle aim of this thesis is to explore the crystallographic properties of molecular-
bridged frameworks and the interplay with their magnetic behaviour. Especially, there
is an emphasis on expanding and exploring the family of thiocyanate-based framework
compounds. This will be achieved through the synthesis of reported and new frameworks,
and identifying techniques for crystal growth. This is followed by analysis of their struc-
tural and magnetic characteristics. A particular focus will be given to using neutron
diffraction data to obtain information on their nuclear or magnetic structures.

In Chapter 2, a method is developed to grow and store single crystals of the deliquescent
[Na(OH2)3]Mn(NCS)3 through controlling the local humidity of the samples. A combi-
nation of magnetometry and low temperature neutron diffraction experiments are under-
taken to determine the magnetic behaviour. In addition, second harmonic generation
measurements are carried out to confirm the centro-symmetric nature of the magnetic
structure.

In Chapter 3, I present two new post-perovskite thiocyanate frameworks, CsM(NCS)3

M = Mn, Co, and report the magnetic properties of CsMn(NCS)3, CsCo(NCS)3 and
CsNi(NCS)3. This work highlights the role of neutron diffraction experiments in de-
termining non-collinear magnetic structures and the extent of canting which cannot be
inferred from magnetometry measurements.

Chapter 4, explains how the pressure-activated structural distortions of Ni(NCS)2 pro-
mote higher magnetic ordering temperatures. Here, the evolution of the lattice parame-
ters, determined through synchrotron X-ray and neutron diffraction experiments, demon-
strates the compressible nature of the material, whilst magnetometry and low tempera-
ture neutron diffraction data show the magnetic response to pressure.

Chapter 5 explores the structural evolution and magnetic character of the solid solutions
[CH3NH3]CoxNi1−x(HCOO)3 x = 0.25, 0.50, 0.75. Neutron diffraction is valuable for
calculating the Co and Ni contents in the crystals, and to solve the modulated phases
and magnetic structure of [CH3NH3]Co0.5Ni0.5(HCOO)3.

Finally, Chapter 6 explores the diversity of uncommon and unconventional site ordering
and octahedral tilt sequences in four double perovskites, nominally [□A]Mn{Bi(SCN)6}
□ = vacancy; A = Cs+, K+, NH +

4 and C(NH2)
+

3 . This chapter highlights the comple-
mentary nature of diffraction from different radiation sources, with analysis from combi-
nations of X-ray, neutron and electron powder and single crystal diffraction to determine
the crystal structures.

The thesis is concluded by an overall summary and outlook for future ventures exploring
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the composition-structure-magnetic characteristics of molecular-based frameworks.

Publications arising from the thesis

The published articles from this thesis are detailed below, along with their location in
the thesis. The articles have been appended in Appendix A and B:

• Chapter 3: Non-collinear magnetism in the post-perovskite thiocyanate frameworks
CsM(NCS)3. M. Geers, J.Y. Lee, S. Ling, O. Fabelo, L. Cañadillas Delgado, M.J.
Cliffe, Chemical Science, 14, 3531 (2023).

• Chapter 4: High-pressure behaviour of the magnetic van der Waals molecular frame-
work Ni(NCS)2, M. Geers, D.M. Jarvis, C. Liu, S.S. Saxena, J. Pitcairn, E. Myatt,
S.A. Hallweger, S.M. Kronawitter, G. Kieslich, S. Ling, A.B. Cairns, D. Daisen-
berger, O. Fabelo, L. Cañadillas Delgado, M.J. Cliffe, Physical Review B, 108,
144439 (2023).
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Chapter 2

Magnetic and low temperature
structural properties of
[Na(OH2)3]Mn(NCS)3

2.1 Summary

• Amethod to grow and store single crystals of the deliquescent [Na(OH2)3]Mn(NCS)3

has been developed using a controlled humidity environment.
• Magnetometry measurements show the compound magnetically orders with antifer-

romagnetic correlations below TN = 18.1(6) K.
• A combination of low temperature neutron diffraction data and low temperature

optical measurements revealed the compound maintains its trigonal symmetry, or-
dering in the P 3̄′ magnetic space group.

2.2 Introduction

Honeycomb lattices, compounds with paramagentic ions arranged in hexagon motifs,
promise attractive magnetic and mechanical properties. Atomic halides, such as RuCl3
order as zig-zag antiferromagnets,198 or with more complex spiral spin states, for exam-
ple FeCl3.199 However, there are also MX3 halides which present more simple ordering
patterns, either as ferromagnets, for example CrBr3

200 and CrI3
201 or as antiferromag-

nets with in-layer ferromagnetism, including CrCl3,202 FeBr3
203 and NaMnCl3.204 These

two-dimensional compounds have low cleavage energies,205 providing a facile route to ex-
foliate to few-layer and monolayer samples, which are sought after to act as spintronic
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and semiconducting components integrate into atomically thin devices.206,207

Honeycomb frameworks built from molecular ligands are suitable for host-guest chemistry
such as selective gas separation which are welcomed by the larger hexagonal voids created
by longer, flexible ligands.208,209 Shorter, three atom, ligands which adopt this motif
include an azide (N3−) framework with alternating µ1,3N−

3 and µ1,1N−
3 bridged metals,

Co(N3)2(bpg) ·DMSO (bpg = 1,2-dipyridin-4-ethane-1,2-diol, DMSO = SO(CH3)2),180

however, the honeycomb lattice is more commonly observed in thiocyanates. Cad-
mium thiocyanates, [DAIm]2Cd2(NCS)6, (DAIm = N,N�-dialkyl imidazolium)210 and
[NBpy]Cd2(NCS)6

211 (NBpy = bis[4-(N-benzyl pyridinium)] piperazine) have honeycomb
frameworks consisting of Cd2+ ions bridged by two µ1,3NCS ligands. Unfortunately,
Cd2+ is diamagnetic (d10 electron configuration), and are therefore not suitable for
magnetic studies. There are also two Mn2+ (high-spin d5 electron configuration)
compounds, [Na(OH2)3]Mn(NCS)3

81 and [1,3-Im]Mn(NCS)3 (1,3-Im = 1-ethyl-3-methyl
imidazolium),94 however, there are no magnetic studies of these materials.

The ambient temperature structure of [Na(OH2)3]Mn(NCS)3 adopts the trigonal space
group P 3̄, determined from single crystal X-ray data.81 The [Mn(NCS)3]

– framework
forms two-dimensional layers, with the edge-sharing Mn2+ octahedra connected to the
three adjacent Mn2+ via two µ1,3NCS ligands (Fig. 2.1a). The layers lie in the ab plane
and are stacked along the c axis. The Mn2+ ions have the special position ( 2

3 , 1
3 , z),

(Wyckoff site 2d) and are located on three-fold rotation symmetry operators. Within
the voids of the honeycomb network are the [Na(OH2)3]

+ cations. These stack in the c
direction with alternating between a Na+ cation and water molecules which coordinate
to the Na+ above and below them (Fig. 2.1b).

Although the structure of this compound is known, there are no reports on its physical
properties. It has been noted that the compound is hygroscopic,81 which makes this
compound more challenging to handle.

In this chapter, I report the synthesis of [Na(OH2)3]Mn(NCS)3 single crystals, which were
of suitable size and quality for neutron diffraction measurements. In addition, a method
was established to store the crystals without degradation. The bulk magnetic properties
and magnetic structure have beem explored through a combination of magnetometry, low
temperature neutron diffraction and second harmonic generation measurements.
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Figure 2.1: The structure of [Na(OH2)3]Mn(NCS)3 from data collected with the D19 diffractometer (ILL).
a) The structure viewed along the c axis. b) View of the [Na(OH2)3]+ cation chains. The [Mn(NCS)3]−
framework has been shown as a wireframe for clarity. c) Space group diagram for the P 3̄ symmetry operators,
with the structure shown as a wireframe. The symmetry elements are identified as centre of inversions (pink
circles) and proper three-fold rotations (purple triangles). Mn = pink octahedra, N = blue, C = black, S =
yellow, Na = orange, O = red, H = pale pink.
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2.3 Results

2.3.1 Synthesis

I synthesised [Na(OH2)3]Mn(NCS)3 from salt metathesis of manganese(II) sulfate and
sodium thiocyanate with barium thiocyanate in aqueous solution in a 1 : 1 : 1 ratio.
On removing the solvent, a pale green-yellow powder was obtained. It is deliquescent
in ambient conditions, however, it was found that a hydrated sample can be recreated
once it has dissolved by heating at no more than 60°C. At the other end of the spectrum,
it is also sensitive to dry environments, particularly where moisture is being actively
removed (such as vacuum desiccators filled with silica gel) and will decompose, likely
forming Mn(NCS)2 and NaNCS, although the lack of crystllinity in the resulting powders
prevented confirmation of this.

2.3.2 Recrystallisations

As [Na(OH2)3]Mn(NCS)3 is sensitive to ambient humidity, deliquescent and decomposes
at temperatures above 80°C, some planning was necessary to identify a route to obtain
crystal of the compound.

Initially, slow evaporation recrystallisation from an aqueous solution was attempted. As
the solution was concentrated in vacuo, a colour change was observed from transparent,
to pale pink, pale green and eventually to aqua blue (Fig. 2.2).

Concentrating the solution to a pale green colour and leaving the water to slowly evapo-
rate was not successful. Due to the hygroscopic nature of the compound, it would absorb
water faster than water would evaporate from the solution, meaning that over time the
solution became less concentrated. This method never produced single crystals.

Figure 2.2: Variations in colour of aqueous [Na(OH2)3]Mn(NCS)3 at varied concentrations. Comparative
concentrations of a) too dilute, b) ideal concentration, and c) too concentrated solutions.
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Figure 2.3: Following an over-concentrated aqueous solution of [Na(OH2)3]Mn(NCS)3 with time. The solution
becoming more cloudy or opaque is an indication of where the crystals are growing. Images taken at t seconds
after removing the vacuum.

Due to the high solubility of the compound, it was generally not possible to completely
remove the solvent in vacuo. However, it was possible to ‘over-concentrate’ the solution, in
which case well defined single crystals were not obtained. This stage could be identified
if the solution was an intense aqua blue colour (Fig. 2.2c). In this scenario, once the
solution was removed from the rotary evaporator, crystals would grow to approximately
100 µm, nucleating on the surface of the bulk solution. This growth would occur over
1 to 2 min and could be followed by eye (Fig. 2.3). Although it is appealing to be able
to watch crystals grow on such a short time scale, these did not produce large enough
crystals, or crystals of good quality to use for neutron experiments.

In the ‘over-concentrated’ stage, it was observed that the compound had a great predis-
position to nucleating on any surface it was presented with. More specifically, it would
nucleate from vibrations if the solution was moved, on dust and also on glass pipettes—
meaning a small trail of crystals could be made by slowly moving a pipette through an
over-concentrated solution. The solution also had a propensity to nucleating on other
crystals. This lead to the next method for recrystallisation: serial seeding.
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Figure 2.4: Stages of serial seeding recrystallisation for aqueous solutions of [Na(OH2)3]Mn(NCS)3. Crystals
are shown after a) 2 days, b) 5 days and c) 9 days. d) A crystal with a 5 mm scale bar for reference.

In this method, the approach was to take advantage of the ease of nucleating, whilst moni-
toring the concentration of the solution. The solution was concentrated in vacuo until the
pale green colour was at its most intense, but had not turned blue yet (Fig. 2.2b). This oc-
cured at approximately the same pressure of the rotary evaporator, 16−20 mbar depend-
ing on quantity of liquid and volume of the glassware used, however, this will probably
vary between instruments. The resulting solution was covered and cooled at 7°C for 24
h. Despite the recrystallisations being covered, the solutions absorbed ambient moisture
at a faster rate than water evaporated from the recrystallisations, meaning the solution
become less concentrated over time. After 24 h, the largest, regular-hexagonal crystals
were set aside, whilst the rest of the solution was re-concentrated under reduced pressure.
Once the solution was pale green in colour again, the newly obtained crystals were placed
in the solution before once again cooling the crystal for 24 h. This process was repeated
daily for 9 days at which point pale green, hexagonal crystals of [Na(OH2)3]Mn(NCS)3

were collected, suitable for neutron diffraction experiments (4 × 3 × 1 mm3, Fig. 2.4d).

2.3.3 Prolonging the longevity of a crystal

Since crystals of [Na(OH2)3]Mn(NCS)3 had been obtained, it was necessary to find a
method to store the crystals without them degrading. In ambient conditions the air
contained too much water vapour, however, in a desiccator, the environment was too dry
and the sample would become too dry and crumble. In order to safely store the crystals,
an environment of intermediate humidity was needed.

To control the humidity of the environment, saturated aqueous solutions of varying salts
were explored. This method exploits the differences in solubilities of varying salts to
control the water vapour in equilibrium with the saturated solution in a closed environ-
ment. The humidities of the closed environment is quoted as a percentage relative to
ambient humiditiy (100 %). To identify the optimal conditions for storing, several envi-
ronments were set up at relative humidities of 54 % (Mg(NO3)2(aq.)), 39 % (NaI(aq.)), 32
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% (CaCl2(aq.)) and 23 % (KCH3COO(aq.)).212,213

At relative humidities of 39 % and above, the concentrated solution of [Na(OH2)3]Mn(NCS)3

lost its pale green colour and the volume of the liquid increased. At the other extreme,
using a relative humidity of 23 %, the [Na(OH2)3]Mn(NCS)3 solution was dried
completely over a period of three weeks. This atmosphere was too arid.

A relative humidity of 32 % was within the Goldilocks zone for the compound. In
this environment, an aqueous solution remained the same colour, therefore suggesting
the concentration had not increased or decreased. In addition, crystals stored at this
humidity did not visibly degrade, based on their shape and colour. Up to the time of
writing this paragraph, the crystals have been successfully stored in this environment for
15 months, in comparison to 1 week, where the crystal was stored in an Eppendorf tube
with a small amount of the mother liquor.

This method should also, in theory, be possible to control the rate of water loss for a
slow evaporation recrystallisation of [Na(OH2)3]Mn(NCS)3. Unfortuntely, despite several
attempts, I did not find an optimal relative humidity for this to work. If this did work, it
would be significantly less labour intensive to grow crystals of the sample, which would
be advantageous.

2.3.4 Magnetometry

To see if [Na(OH2)3]Mn(NCS)3 magnetically orders and its magnetic behaviour, suscepti-
bility measurements were carried out in an applied field of 0.01 T, as well as isothermal
magnetisation measurements at 2 K over the range −5.00(1) to +5.00(1) T.

The susceptibility increases on cooling the sample until a broad maximum is reached
around 25 K. Below this temperature, the susceptibility decreases until a sharp drop at
the ordering temperature, TN = 18.1(6) K (Fig. 2.5a, b). The increase in the suscepti-
bility below the TN either arises from a small ferromagnetic component of the magnetic
structure, or is as a result of hydrated impurities in the sample. The Curie-Weiss law was
fitted to the high temperature region of the data (200 < T < 300 K), giving a Curie-
Weiss temperature θCW = −27(1) K. The Curie constant, C, is 3.88(3) emu K mol−1,
which is lower than the spin only value, Cspin only = 4.375 emu K mol−1 (Fig. 2.5d).
This gives an effective moment of µeff. = 5.6 µB, lower than the spin only moment
µspin only = 5.92 µB, expected for high spin Mn2+.
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Figure 2.5: Magnetisation data for [Na(OH2)3]Mn(NCS)3. a) The field-cooled (FC, purple circles) and
zero-field cooled (ZFC, pink circles) susceptibilities. b) The derivative of the suscpetibility. c) The inverse
magnetic susceptibility, with a Curie-Weiss fit (black line) where 200 < T < 300 K. d) Variable temperature
magnetic susceptibility product. The high temperature spin only Curie constant Cspin only = 4.375 emu
K mol−1 is shown with a dashed line. e) Isothermal magnetisation data, measured between +5.00(1) and
−5.00(1) T at 2 K. f) The derivative of the isothermal magnetisation.
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Figure 2.6: Isothermal magnetisation data shown between 0.00 and 0.01 T for [Na(OH2)3]Mn(NCS)3. The
black line joins the data points and acts as a guide, showing a lack of conclusive hysteresis.

The isothermal data show an increase in the magnetisation up to 0.60(1) µB per Mn at
5.00(1) T (Fig. 2.5e). There is no observable hysteresis within the error limits of the
measurements (Fig. 2.6). A change in the gradient at 2.0(3) T suggests that above this
applied magnetic field [Na(OH2)3]Mn(NCS)3 adopts a second magnetic structure.

The combination of the negative θCW and lack of hysteresis in the isothermal magnetisa-
tion data, suggests that [Na(OH2)3]Mn(NCS)3 magnetically orders as an antiferromagnet.
If there is a ferromagnetic component, suggested by the up-turn in the low temperature
susceptibility data, the compound is ordering as a weak ferromagnet (canted antiferro-
magnet), with a very small ferromagnetic component.

2.3.5 Single crystal neutron diffraction

To determine the low temperature nuclear and magnetic structure of [Na(OH2)3]Mn(NCS)3,
single crystal neutron diffraction measurements were performed (D19, ILL, crystal di-
mensions: 4 × 3 × 1 mm3). Data were collected above (25 K) and below (2 K) the
ordering temperature of TN = 18.1(6) K.

The data at 25 K (λ = 1.45 Å, 631 independent reflections) could be integrated with
the same space group as the reported structure at ambient temperature, P 3̄. The atom
positions and anisotropic displacement parameters were refined freely, with a final χ2 =
23.20. From each OH2 molecule one hydrogen is directed towards a nitrogen, whilst
the other is positioned towards a sulfur atom with ∠ O−H· · ·N = 153.291(2)◦ and ∠
O−H· · ·S = 164.258(2)◦. The distances of the hydrogens to the acceptor atoms are
dH1···N = 2.355(5) Å and dH2···S = 2.326(7) Å.
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Figure 2.7: The arrangement of the magnetic moments in the a) P 3̄′ magnetic space group with one symmetry
distinct moment (pink), and b) P3 magnetic space group with two symmetry distinct Mn sites (pink and
purple), with moment sizes of −4.0(2) and 3.9(2) µB.

From the low temperature data collection at 2 K, all the Bragg reflections (651 unique
reflections) could be indexed by the nuclear space group P 3̄, so that the propagation
vector was determined to be k = (0, 0, 0). The potential magnetic space groups with this
propagation vector were identified using the Bilbao Crystallographic Server.12,51,214 These
were determined to be P 3̄′, P 3̄, P3, P 1̄′, P 1̄ and P1 in BNS notation,214 in descending
order of symmetry.

Initially the three maximal symmetry magnetic space groups were considered: P 3̄′, P 3̄
and P3. Of these, the P 3̄ magnetic space group only allows for a collinear ferromag-
netic order. This does not match the magnetometry results of antiferromagnetic or weak
ferromagnetic orderings, so P 3̄ could be discarded as an unsuitable model. P3̄′ permits
only collinear antiferromagnetic order, whereas P3 can allow for antiferromagnetic order-
ings, although it is also possible for a ferromagnetic or ferrimagnetic arrangement of the
moments.

Refinements were carried out with both the P 3̄′ and P3 space groups. The results of the
refinements provided comparable models with similar refinement statistics, χ2 = 9.49
(P 3̄′) and χ2 = 9.8 (P3). The significant difference between these models is the loss
of the inversion centres in the P3 space group. This results in two unique Mn sites,
compared to one unique site in P 3̄′ (Fig. 2.7). The Mn atoms are positioned on a 3-fold
rotation axis and, therefore, to retain the trigonal symmetry, the moments only have a
collinear contribution along the c axis, not along the a or b axes. As a result, the P 3̄′

magnetic space group only permits antiferromagnetic ordering, with a refined moment
size of 4.9(2) µB per Mn (Fig. 2.8). In the P3 model, the magnitude of the two moments
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Figure 2.8: Results of the refinement in the P 3̄′ magnetic space group at 2 K (D19, ILL). a) Fobs against
Fcalc plot. b) The magnetic structure, showing the antiferromagnetic arrangement of moments (pink arrows).
The [Mn(NCS)3]− framework is shown as a wireframe and [Na(OH2)3]+ ions have been removed for clarity.

Table 2.1: Comparison of integration and refinement parameters for [Na(OH2)3]Mn(NCS)3 using the P 3̄′

and P 1̄′ models at 2 K. θ and ϕ are the angles in spherical coordinates (radians), where θ describes the
inclination with respect to the c axis and ϕ describes the rotation around c. In the P 3̄′ space group, θ and ϕ
are restricted by symmetry.

P 3̄′ P 1̄′

a (Å) 10.0806(3) 10.084(3)
b (Å) 10.0806(3) 10.083(3)
c (Å) 6.2581(2) 6.258(2)
α (◦) 90 89.97(2)
β (◦) 90 90.03(2)
γ (◦) 120 120.04(4)
χ2 11.83 51.3
Moment (µB) 4.9(2) 4.0(2)
θ (rad) 0 4(5)
ϕ (rad) 0 −40(70)
No. of independent reflections 651 873
No. of parameters 20 57
(Reflections)/(Parameters) 32.6 15.3
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are −3.4(3) and 5.4(2) µB. These moments were closely correlated, and were only stable
during the refinements when the moments were constrained to refine between −5.0 and
5.0 µB. This resulted in moments of −4.0(2) and 3.9(2) µB. Within error these moments
have the same magnitude, although any uncompensated moment would result in a net
magnetisation along the c axis.

It is possible that the compound experiences structural distortions along with the mag-
netic ordering, or that the moments are canted. In this case, the symmetry could be
lowered from a trigonal space group to a triclinic one. Both magnetic space groups P 1̄′

and P1 permit antiferromagnetic correlations. To test this, the data were integrated
with triclinic symmetry and the P 1̄′ model was refined against the data. The integrated
data had a unit cell that was, within error, equivalent to the trigonal unit cell (Table
2.1). In this model, there is one symmetry distinct Mn site, with a moment magnitude
of 4.1(2) µB. The moments point predominately along the c axis with the ferromagnetic
canting occuring in the ab plane, however, the significantly large errors mean the direc-
tion cannot be precisely defined. For the refinement, χ2 = 51.3, which is larger than for
either model with trigonal symmetry. Despite the lowering of symmetry, the refinement
did not improve, potentially as a result of increasing the number of atoms in the unit
cell (9 atoms in P 3̄′ to 21 atoms in P 1̄′), whilst the number of independent reflections
did not increase proportionally. This resulted in a lower, although still reasonable, ratio
of independent reflections to the number of refined parameters, where atom positions
and magnetic sizes and angles were refined freely (where permitted by symmetry). The
refinement in the P 1̄′ magnetic space group provided no indication that the structure
distorts from its trigonal sytemetry, through either the integrated lattice parameters or
by the orientation of the moment. Therefore, magnetic ordering in a trigonal space group
models the data more appropriately, so the triclinic magnetic space groups were discarded
as possible solutions.

To follow the temperature dependence of selected Bragg reflections, data were collected
between 2 and 25 K with 0.25 K steps. For the 100 Bragg reflection, the greatest intensity
is at 2 K, decreasing until a constant intensity is reached at 18.3(3) K (Fig. 2.9a). This
decrease in intensity on heating is characteristic of a magnetic Bragg reflection. Above
18.3(3) K, the outstanding intensity arises from diffraction from the nuclear structure.
The intensity below the ordering temperature was fitted to the power law

M = A(TN − T )β, (2.1)

where A is a proportionality constant, TN is the ordering temperature and β is a critical
exponent. For the 100 reflection, chosen as a reflection with one of the highest intensities
at 2 K and significant decrease at 25 K, the fitted values were β = 0.31(3) and TN =
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Figure 2.9: The temperature dependence of selected Bragg reflections for [Na(OH2)3]Mn(NCS)3 measured
between 2 and 25 K (D19, Institut Laue Langevin). a) The 100 Bragg reflection which shows additional
intensity from diffraction from the magtnetic structure, fitted to a power law (black line), β = 0.31(3). b)
The 235 Bragg reflection fitted with a linear equation (black line) I = 0(1)T + 109.9(3), showing, within
error, no temperature dependence above and below the magnetic orering temperature, TN = 18.1(6) K. The
shaded regions denotes the errors.

18.94(7). This is between the expected values for a two-dimensional Ising antiferromagnet
(β = 0.125) and a three-dimensional Heisenberg antiferromagnet (β = 0.367).215 Other
Bragg reflections, for example the 235 reflection, shows almost no change in intensity
with temperature, suggesting there is no magnetic contribution to the intensity of this
reflection (Fig. 2.9b).

At 2 K, the in-plane Mn· · ·Mn distance dMn−Mn = 5.820(4) Å and the interlayer distance
dMn layer = 6.2581(2) Å. The Mn−N bond length is 2.146(2) Å and the Mn−S bond
length is 2.693(2) Å. Similar to the 25 K measurements, at 2 K the position of the
hydrogen atoms were located. The hydrogen bond network is not altered, with one
hydrogen from each OH2 interacting with a nitrogen acceptor, and the second hydrogen
interacting with a sulfur of a different ligand (Fig. 2.10). The hydrogen bond distances
are dH1···N = 2.344(5) Å and dH2···S = 2.332(4) Å. ∠ O−H· · ·N = 153.088(2)◦ and ∠
O−H· · ·S = 163.607(2)◦.

2.4 Second harmonic generation measurements

To determine if [Na(OH2)3]Mn(NCS)3 has inversion centres in its low temperature (T <

18.1(6) K) structure, second harmonic generation (SHG) measurements were explored.
SHG is a non-linear optical process where the incident light frequency is doubled as a
result of combining two photons of the same incident energy. A requirement for this
phenomenon is that the sample does not have inversion symmetry. Therefore, obtain-
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Figure 2.10: The 2 K nuclear structure of [Na(OH2)3]Mn(NCS)3 (D19, Institut Laue Langevin). The hydrogen
bonding network (dashed red lines) is identified for H1· · ·N and H2· · · S. a) Viewed along the c axis. Ellipsoids
are shown with 50 % probability. b) The hydrogen bond interactions between three OH2 molecules and the
surrounding thiocyanate ligands. The carbon atoms have been removed for clarity. Mn = pink, N = blue, C
= black, S = yellow, O = red, H = pale pink.

ing a signal from the SHG measurements would support a magnetic model with weak
ferromagnet ordering and P3 magnetic space group, whilst no signal would suggest an
antiferromagnet structure with the centrosymmetric P 3̄′ magnetic space group.

Low temperature SHG measurements are challenging to carry out, Dr Andrew Burnett
(University of Leeds) agreed to perform these experiments for [Na(OH2)3]Mn(NCS)3. Low
temperature (4 K) SHG data were collected with incident wavelengths of 800 and 400
nm. From the initial measurements, there was no evidence of signal generation of 400 or
200 nm light, suggesting the compound is centrosymmetric. To further probe the sample,
it is, in theory, possible to move to lower energies to directly measure signal from the
magnetic excitations. However, it is likely that the magnetic signal is weaker than the
expected signal from probing the nuclear structure, so it is not an assured method to
improve detection.

The results suggest that [Na(OH2)3]Mn(NCS)3 retains its inversions centre, therefore
ordering in the P3̄′ magnetic space group.

2.5 Discussion

The [Mn(NCS)3]
– layers of [Na(OH2)3]Mn(NCS)3 stack uniformly along the c axis such

that for a given atom, adjacent layers have the same absolute positions for the atom
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on each layer. This is in contrast to its closest non-molecular compound, NaMnCl3.216

Despite having comparable in-plane connectivity, edge-sharing Mn octahedra bridged
by two anions, the layers in NaMnCl3 are shifted by 1

3a + 2
3b in adjacent layers. This

leads to ABC type stacking (Fig. 2.11) with the Na+ cations intercalated between the
layers. The hydrated sodium cations in [Na(OH2)3]Mn(NCS)3 are coordinated not as in-
dividual [Na(OH2)3]

+ entities, but as chains which propagate perpendicular to the layers
(Fig. 2.10b). The steric bulk arising from this arrangement likely acts as a template for
the [Mn(NCS)3]

– framework to build around the cations. The [Na(OH2)3]
+ cations are

an optimal size to be positioned within the hexagonal voids, whilst forcing successive
layers to stack directly in line with each other. The hydrogen bond network anchors
the countercation to the framework, with the interactions switching between nitrogen
and sulfur acceptor atoms on alternating layers. A similar stacking arrangement can be
observed in [1,3-Im]Mn(NCS)3 (1,3-Im = 1-ethyl-3-methyl imidazolium),94 with the struc-
ture adopting two-dimensional honeycomb layers of [Mn(NCS)3]

– and the 1,3-Im cations
positioned within the centre of the hexagonal voids. There are no available hydrogen
bond donors from the 1,3-Im cations, and the larger steric bulk of the cations distorts the
framework so that the honeycomb network forms irregular hexagons. Including a cation
which penetrates the framework layers may also reduce sliding of layers, which is com-
monly observed in the two dimensional halide materials, identified by diffuse scattering
which was not observed in these diffraction experiments.217

The propagating chain arrangement of [Na(OH2)x]+ countercations is not unique to
[Na(OH2)3]Mn(NCS)3, and similar connectivity has been observed in halide compounds,
such as [Na2(OH2)6]ReCl6218 and [Na(OH2)2]AuCl4.219 In both these compounds the Cl–

act as hydrogen bond acceptors for the H2O molecules, but also electrostatically interact
with the Na+ cation, potentially taking the position of a coordinating H2O. For example,
in [Na2(OH2)6]ReCl6 each Na+ is coordinated to five OH2 and one Cl– . Perhaps the ster-
ically bulkier NCS– ligands are prevented from interacting with the Na+ ions directly,
permitting the six H2O molecules to coordinate with a Na+ cation.
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Figure 2.11: a) Wireframe representation of the [MnCl3]− framework stacking in NaMnCl3.216 The three
layers (pink, purple and orange) show the three positions of the ABC stacking within the unit cell (black
lines). The Na+ cations have been removed for clarity, which are positioned above Cl− anions. b) Structure
of [1,3-Im]Mn(NCS)3.94 The irregular hexagonal framework is shown as a wireframe and the countercations
are shown as grey wireframes for clarity. Colour for framework atoms, Mn = pink, N = blue, C = black, S =
yellow.

The closest halide counterpart to [Na(OH2)3]Mn(NCS)3, NaMnCl3, orders at
TN = 6.5 K with ferromagnetic layers which are coupled antiferromagnetically.204

[Na(OH2)3]Mn(NCS)3 has an ordering temperature almost three times as high as
NaMnCl3 (TN = 18.1(6) K). In addition, the magnetic correlations in this compound,
|θCW| = 27(1) K, are stronger than those indicated in NaMnCl3, |θCW| = 4.2 K.
Despite NaMnCl3 having the shorter in-plane superexchange pathway (Mn−Cl−Mn
compared to Mn−NCS−Mn), the magnetic pathways are weaker. This could be related
to d-orbital occupancy (t2g vs eg), which can induce competition between ferromagnetic
and antiferromagnetic exchange depending on the extent of the orbital overlap and angle
of the metal−ligand orbitals in both halide169,220 and thiocyanate frameworks.80

Fitting an exponential to the intensities of the temperature dependent Bragg reflections
gives β = 0.31(3). This value is lower than an ideal three-dimensional Heisenberg magnet
(β = 0.367),215 but is similar to layered halide materials such as FeBr3 (β = 0.324),203

NiCl2 (β = 0.27)221 and FeCl2 (β = 0.29).222 Since [Na(OH2)3]Mn(NCS)3 does not
show evidence of magnetic frustration, the lowered value of β may arise due to the
larger Mn· · ·Mn interlayer separation, dMn−Mn = 6.2581(2) Å (2 K). The steric bulk
of the [Na(OH2)3]

+ cations may act to prevent shorter interlayer Mn· · ·Mn distances,
preventing stronger interlayer correlations. This could be further investigated through
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computational calculations or experimental inelastic neutron diffraction data to explore
the interlayer interactions of the compound.

It is worth noting the implications if [Na(OH2)3]Mn(NCS)3 adopts P3 magnetic sym-
metry (2 uncompensated moments, Fig. 2.7b) rather than the P 3̄′ space group. In the
P3 symmetry, the inversion centre has been lost, resulting in a polar space group. This
would permit [Na(OH2)3]Mn(NCS)3 to be categorised as a Type II multiferroic. Multi-
ferroics exhibit the coexistance of long-range magnetic and electric orderings. Type II
multiferroics undergo the loss of inversion centres through the onset of magnetic ordering,
therefore breaking the symmetry of the centrosymmetric structure observed in the param-
agnetic state.223 This consequently induces ferroelectricity which is strongly coupled with
the magnetism. Generally, type II multiferroics adopt complex magnetic orderings, for
example helical incommensurate states,128 or with structural triangular lattice arrange-
ments which introduce frustration. The latter is particularly prevalent in low dimensional
magnetic structures, such as Sr3NiTa2O9

129 and Ba3MnNb2O9.224 It would be unusual for
a collinear magnetic ordering to induce this behaviour, and even more so for a molecular
framework.

To induce the switching between a centrosymmetric and non-centrosymmetric space
group, there should be a driving force inducing the change. In the nuclear structure
of [Na(OH2)3]Mn(NCS)3 there is one Mn environment. Therefore in the magnetic struc-
ture, without further distortions or changes to the nuclear structure, there is little basis
to account for the Mn environments adopting two symmetry distinct environments or
having moments which are not of equal magnitude. In addition, the negative result from
the SHG measurements further supports the centrosymmetric P 3̄′ model.

2.6 Conclusions

Low temperature structural and magnetic properties have been reported for
[Na(OH2)3]Mn(NCS)3. A single crystal suitable for neutron diffraction was grown
and a method was developed to store the sample to avoid degradation through the use
of humidity controlled environments. Neutron diffraction data permitted the hydrogen
atoms to be located, which showed that hydrogen bonding network influences the
position of the countercations and the connectivity of the framework. The compound
magnetically orders in the P 3̄′ magnetic space group. Despite potential ambiguity arising
from likely a hydrated paramagnetic impurity in the magnetometry data, the neutron
diffraction data could be complemented by second harmonic generation measurements to
directly probe the centrosymmetric nature of the compound in its magnetically ordered
state.
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This work has looked at the magnetic ordering of a hexagonal thiocyanate framework. To
further probe these materials, investigations into honeycomb frameworks incorporating
metal ions which exhibit magnetic anisotropy may lead to more complicated or non-
collinear magnetic orderings. A transition metal, such as Ni2+, which generally forms
thiocyanate frameworks which are not sensitive to ambient humidity, may also lead to
more straightforward methods to grow and store crystals in future studies as well.

2.7 Experimental

2.7.1 Synthesis

Ba(NCS)2 · 3H2O was heated at 50°C until a constant mass of Ba(NCS)2 was obtained
(approx. 48 hrs). Aqueous solutions of Ba(NCS)2 (4.87 g, 19.2 mmol, approx. 50 mL)
and MnSO4 ·H2O (3.25 g, 19.2 mmol, approx. 15 mL) were combined and stirred. A
white precipitate was filtered from a pale pink solution. The solution was heated just
below boiling and a dry beige powder of Mn(NCS)2 was collected (2.24 g, 13.1 mmol, 68
%). The Mn(NCS)2 was dissolved in distilled H2O (approx. 15 mL) and NaSCN (1.06 g,
13.1 mmol) was added and dissolved in the solution and stirred overnight. The solution
was concentrated in vacuo, until a pale green-yellow powder of [Na(OH2)3]Mn(NCS)3 was
obtained.

To obtain single crystals, the method of ‘serial recrystallisation’ was used. Aqueous
solutions of [Na(OH2)3]Mn(NCS)3 were concentrated in vacuo until the solution was pale
green. The solution was covered and cooled at 7°C for 24 h, with care not to create
vibrations or knock the sample. From the crystals obtained, the largest crystal was
removed, whilst the rest of the mixture was redissolved in distilled H2O. The solution
was concentrated in vacuo until the solution was a pale green colour. The selected crystal
was placed in the solution and the mixture was covered and cooled at 7°C for 24 h. This
process was repeated daily for 9 days at which point a green, hexagonal plate-shaped
crystal of [Na(OH2)3]Mn(NCS)3 was collected (4 × 3 × 1 mm3).

2.7.2 Magnetic Measurements

Measurements of the magnetic susceptibility were carried out by Dr Matthew Cliffe (Uni-
versity of Nottingham) and myself on [Na(OH2)3]Mn(NCS)3 (9.29 mg) using a Quantum
Design Magnetic Property Measurements System (MPMS) 3 Superconducting Quantum
Interference Device (SQUID) magnetometer. The zero-field-cooled and field-cooled sus-
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ceptibility was measured in an applied field of 0.01 T over the temperature range 2−300
K. As M(H) is linear in this field, the small-field approximation for the susceptibility,
χ(T) ≃ M

H
, where M is the magnetisation and H is the magnetic field intensity, was

taken to be valid.

Isothermal magnetisation measurements were carried out at 2 K over the field range −5
to +5 T. Data were corrected for diamagnetism of the sample using Pascal’s constants.41

2.7.3 Single crystal neutron diffraction

Monochromatic single crystal neutron diffraction data were collected on the four-circle
D19 diffractometer at the Institut Laue Langevin (ILL) Grenoble, France, by Dr Laura
Cañadillas Delgado (ILL), Dr Oscar Fabelo (ILL), Dr Matthew Cliffe and myself. Neu-
trons with a wavelength of 1.456 Å were provided by a flat Cu monochromator using the
220 reflection at 2θM = 69.91° take-off angle. The sample was placed in a closed-circuit
displex cooling device, which was operated following a ramp of 2 K min−1. Measurements
were taken at 2 and 25 K. In addition, measurements were taken between 2 and 20 K
in 0.25 K steps, and between 20 and 25 K in 1 K steps, following selected reflections.
The sample was wrapped in aluminium foil with a small amount of grease before being
mounted to avoid direct contact with the glue which can degrade the sample.

NOMAD software from the ILL was used for data collection.225 Unit cell determinations
were performed using PFIND and DIRAX programs, and processing of the raw data was
applied using RETREAT, RAFD19 and Int3D programs.226–229 The data were corrected
for the absorption of the low-temperature device using the D19ABS program230 and for
the size and composition of the crystal. Refinements of the nuclear and magnetic model
were completed using the FullProf program.37

2.7.4 Second harmonic generation measurements

Second harmonic generation measurements were performed by Dr Andrew Burnett (Uni-
versity of Leeds). The crystal was mounted between two Cu plates, which was clamped
onto a Cu cold finger. It was placed in an Oxford instrument microstat-He and cooled to
4 K. An incident laser of λ = 800 nm (40 fs pulses, 1 KHz rep. rate) was generated by
a Spectra-Physics Spitfire system. A Thorlabs band pass filter was used, blocking light
above 450 nm. Additional measurements were carried out at 400 nm, generated by a
Beta barium borate (BBO) crystal.
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2.8 Appendix

Table 2.2: Single crystal experimental details for [Na(OH2)3]Mn(NCS)3 determined from neutron diffraction
at 25 K (D19, Institut Laue Langevin)

Crystal data [Na(OH2)3]Mn(NCS)3
Chemical formula C3MnN3S3H6NaO3
Mr 306.22
Temperature (K) 25
λ (Å) 1.456
Radiation type Neutron
Crystal system Trigonal
Space group P 3̄
a (Å) 10.0384(3)
b (Å) 10.0384(3)
c (Å) 6.2313(2)
V (Å3) 543.79(8)
Z 2
µ (mm−1) 0.029
Crystal size (mm) 4 × 3 × 1

Data collection
Diffractometer D19
No. of measured reflections 1942
No. of independent reflections 632
No. of observed reflections [I > 2σ(I)] 628
Rint 0.0534
(sin θ/λ)max (Å−1) 0.5992
Data completeness 0.959

Refinement
R[F 2 > 2σ (F 2)], ωR(F 2) 0.090, 0.094
No. of reflections 1942
No. of parameters 65
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Chapter 3

Non-collinear magnetism in the
post-perovskite thiocyanate
frameworks CsM(NCS)3

3.1 Summary

• Post-perovskites, related to the perovskite family, are AMX3 materials with frame-
works built from two-dimensional layers from corner- and edge-sharing octahedra.

• CsM(NCS)3 M = Mn, Co, Ni have been synthesised and characterised with single
crystal diffraction (X-rays and neutrons) and bulk magnetisation measurements.

• CsNi(NCS)3 and CsCo(NCS)3 order as weak ferromagnets with magnetometry data
suggesting canting angles of 6.7° and 15.3°. This was confirmed for CsNi(NCS)3

by single crystal and powder neutron diffraction measurements.
• CsMn(NCS)3 magnetically orders as an antiferromagnet with four independent sub-

lattices.

3.2 Introduction

A unifying goal in solid-state science is control over the physical properties of materials,
and the tunability of perovskites is perhaps the most striking example.231–234 Tradition-
ally these compounds are three-dimensional frameworks with a general chemical formula
AMX3 built from [MX6] corner-sharing octahedra. The perovskite structure is, however,
only one of a wide-range of AMX3 structure-types, with one of the most closely related
being the post-perovskite structure. In contrast to perovskites, post-perovskites are built
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Figure 3.1: a) The structure of the post-perovskite CaIrO3, with iridium polyhedra connected via corner-
sharing (a axis) and edge-sharing (c axis) [IrO6] octaheadra, Ca = blue, Ir = brown, O = red. b) Crystal
structure of the thiocyanate post-perovskite CsMn(NCS)3, showing an analogous structure and framework
connectivity to CaIrO3.

from [MX6] octahedra that both edge- and corner-share, resulting in two-dimensional an-
ionic [MX3]

– layers, rather than a three dimensional framework. These layers are stacked
with interstitial A cations positioned between them.

Post-perovskites are amongst the most abundant terrestrial minerals, as the MgSiO3

perovskite that makes up much of the Earth’s lower mantle undergoes a critical high-
pressure and temperature phase transition (Pcritical ≈ 125 GPa, Tcritical ≈ 1250 K) to the
post-perovskite structure-type near the mantle-core boundary.235,236 Due to the difficulty
of reaching these extreme pressures, post-perovskites which form at more accessible pres-
sures and can be recovered on quenching have proved useful analogues. These include the
second- and third-row transition metal oxides AMO3, A = Na, Ca, and M = Pt, Rh, Ir
(Psynthesis ≈ 5 GPa);237–240 and first-row fluorides NaMF3, M = Mg, Ni, Co, Fe, Zn.241–245

A handful of post-perovskite compounds can even be obtained at ambient conditions:
notably CaIrO3 (Fig. 3.1),246 the post-actinide chalcogenides AMnSe3 (A = Th, U)247

and UFeS3,248 and TlPbI3.249 As a result of this synthetic challenge, systematic tuning of
the properties of post-perovskites is much less well explored than for perovskites.

In particular, there are limits on our current understanding of the magnetic proper-
ties of post-perovskites, in part because neutron diffraction studies require large sample
sizes. This is despite the fact that post-perovskites, unlike perovskites, tend to have non-
collinear magnetic structures.242,245,246,250 As a result, both the exploration of fundamental
properties of post-perovskites and the potential utility of their non-trivial spin textures
for spintronic devices251,252 or quantum memory storage253 remains limited.

In contrast to the relative scarcity of atomic post-perovskites, molecular post-perovskites,
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where X is a molecular anion, are a growing class of materials.78,87,124,254,255 Unlike their
atomic analogues, the majority of molecular post-perovskites are stable and synthesisable
at ambient pressure.

Metal dicyanamides, AM(dca)3 dca = N(CN) –
2 , are the best established family of

molecular post-perovskites.125,256,257 The metal ions are separated by five atom bridges
(µ1,5−dca) and tend to be magnetically isolated, with no conclusive evidence of long-
range magnetic ordering.87,108,254 To explore collective magnetic behaviour in molecular
post-perovskite analogues it is worthwhile, therefore, to focus on ligands capable of
propagating stronger superexchange interactions. In addition to the dicyanamides,
there are two reported thiocyanate frameworks with the post-perovskite structure:
RbCd(NCS)3

96 and CsNi(NCS)3.78 These both have reported structures, but there are
currently no studies on their physical properties.

In this work, I present CsM(NCS)3, M = Ni, Mn and Co. The synthesis of CsMn(NCS)3

and CsCo(NCS)3 are described and their structures determined, by single crystal X-ray
diffraction, to be post-perovskites isomorphic with CsNi(NCS)3. Bulk magnetometry is
used to show that all three magnetically order. CsNi(NCS)3 and CsCo(NCS)3 order as
weak ferromagnets, whereas CsMn(NCS)3 orders as an antiferromagnet. Neutron diffrac-
tion measurements have been carried out with single crystal and powder samples. These
found CsNi(NCS)3 to be a canted ferromagnet, k = (0, 0, 0), and CsMn(NCS)3 to be
a non-collinear antiferromagnet which orders with k = (0, 1

2 , 1
2). Additionally, density

functional theory (DFT) calculations were undertaken, which confirm the intralayer in-
teractions are at least an order of magnitude stronger than the interlayer interactions in
these compounds.

3.3 Results

3.3.1 Synthesis

CsM(NCS)3 M = Ni, Mn, Co, were synthesised by salt metathesis of the metal sulfate
and caesium sulfate with barium thiocyanate in aqueous solution in stoichiometric ratios
(1 : 1 : 3). CsNi(NCS)3 is a reported structure78 which is stable in ambient conditions. In
comparison, CsMn(NCS)3 and CsCo(NCS)3 are both sensitive to humidity, CsMn(NCS)3

is deliquescent and becomes a liquid if left at ambient humidity for too long. A powder of
CsMn(NCS)3 can be recovered by heating gently in an oven (approx. 70 °C). The correct
phase of CsCo(NCS)3 yields a purple powder, however, a teal-green powder consisting of
a mixture of phases was regularly obtained.
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Figure 3.2: Images of the crystals selected for the single crystal neutron diffraction experiments (D19, Institut
Laue Langevin) grown from slow evaporation recrystallisations, a) CsNi(NCS)3 and b) CsMn(NCS)3. The
inset shows the CsNi(NCS)3 crystal on the same scale as CsMn(NCS)3.

CsNi(NCS)3 crystals were obtained by seeding from smaller single crystals in a concen-
trated aqueous solution (1.8 × 0.9 × 0.3 mm3, Fig. 3.2a). Crystals of CsMn(NCS)3

were grown by concentrating an aqueous solution in vacuo until the solution became
incredibly concentrated and viscous. The solution was cooled in an ice bath for several
hours, yielding small pale green crystals. Leaving it undisturbed in the sealed flask for
three days produced a large pale green single crystal of CsMn(NCS)3 (6.3 × 2.5 × 1.1
mm3, Fig. 3.2b). Unlike the nickel and manganese analogues, the recrystallisation of
CsCo(NCS)3 appeared to occur with a two-step mechanism: firstly, deep blue crystals
of a phase believed to be Cs2Co(NCS)4 were obtained. If left undisturbed in the mother
liquor in ambient conditions for several weeks, the crystals eventually recrystallised into
smaller, deep purple crystals of CsCo(NCS)3. From this method it was possible to obtain
smaller single crystals (0.13×0.041×0.016 mm3) and powder samples for single crystal
X-ray diffraction and magnetisation measurements. However, it was not possible to yield
either a pure-phase powder or large enough single crystals suitable to perform neutron
studies on CsCo(NCS)3.

3.3.2 Structure

The structures of CsM(NCS)3 M = Mn, Co, were determined through single crystal X-
ray diffraction measurements. I found that the Mn and Co analogues are isomorphous
to that of the Ni compound. They all crystallise in the monoclinic space group P21/n

and adopt the post-perovskite structure. The structure consists of anionic [M(NCS)3]
–

layers in the ac plane (Fig. 3.3). The transition metal M2+ ions are connected through
µ1,3NCS ligands. Between the layers, which are stacked along the b axis, lie the charge
balancing caesium counterions. The M2+ ions are octahedrally coordinated and there
are two crystallographically and chemically distinct metal sites. One transition metal
ion (M1, Wyckoff site 2c) is coordinated by four nitrogen atoms and two sulfur atoms,
whilst the second transition metal ion (M2, Wyckoff site 2b) is bonded to four sulfur and
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Figure 3.3: The crystal structure of CsMn(NCS)3 at 20 K obtained from single crystal neutron diffraction. a)
View of the metal coordinations highlighting the two chemically independent metal ions (M1, M2). Ellipsoids
are shown with 50 % probability. b) A single [Mn(NCS)3]– layer. Cs = green, Mn = pink, N = blue, C =
black, S = yellow.

two nitrogen atoms. The metal octahedra corner-share along the a axis and alternate
between M1 and M2. Along the c axis, the metal octahedra edgeshare, and all the metal
sites within an edge-sharing chain are the same.

Moving along the period from manganese to nickel, the average M−N and M−S
bond lengths, dM−N and dM−S, decrease (for a tabulated summary see Table 3.1):
dMn−N(13 K) = 2.1607(14) Å, dCo−N(120 K) = 2.072(3) Å, dNi−N(15 K) = 2.035(5) Å
and dMn−S = 2.674(3) Å, dCo−S = 2.5652(10) Å, dNi−S = 2.350(20) Å.

There are two intralayer M · · · M distances, between the edge-sharing octahedra
(dM1−M1 = dM2−M2 = c) and the corner-sharing octahedra (dM1−M2 = a). Again, follow-
ing the trend from Mn2+ to Ni2+, the distance decreases, with dMn1−Mn1 = 5.6540(4)
Å compared to dCo1−Co1 = 5.57860(11) Å and dNi1−Ni1 = 5.5409(6) Å; and
dMn1−Mn2 = 6.37315(5) Å, dCo1−Co2 = 6.30515(5) Å and dNi1−Ni2 = 6.2631(6) Å.
The interlayer spacing (b axis) also decreases, with the shortest M · · · M distances,
dM layer, decreasing from dMn layer = 7.20052(15) Å, through dCo layer = 7.18340(10) Å to
dNi layer = 7.1050(8) Å.

In addition to this post-perovskite structure, there are two different perovskite structure-
types with the composition AM(NCS)3, CsCd(NCS)3

96 and (NH4)2NiCd(NCS)6
97

(Fig. 3.4). To understand the relative stability of the post-perovskite structure compared
to the perovskite-type structures, density functional theory (DFT) calculations were
performed. Hypothetical perovskite structures were generated through atom-swaps,
replacing the M-site for Mn, Co and Ni and the A-site with Cs. The geometry optimised

66



Table 3.1: Average bond lengths and distances for selected atoms in CsM(NCS)3 M = Ni, Mn, Co. Distances
for CsNi(NCS)3 are obtained from neutron data at 15 K, CsMn(NCS)3 from neutron data at 13 K and
CsCo(NCS)3 X-ray data at 120 K.

Atoms Distance (Å) Atoms Distance (Å)

Mn−N 2.1607(14) Mn−S 2.674(3)
Co−N 2.072(3) Co−S 2.5652(10)
Ni−N 2.035(5) Ni−S 2.350(20)

Mn1−Mn1 5.6540(4) Mn1−Mn2 6.37315(5)
Co1−Co1 5.57860(11) Co1−Co2 6.30515(5)
Ni1−Ni1 5.5409(6) Ni1−Ni2 6.2631(6)

Mn layer 7.20052(15)
Co layer 7.18340(10)
Ni layer 7.1050(8)

Table 3.2: DFT calculated relative energies between the experimental post-perovskite phase (CsM(NCS)3 =
pPv) and the two known AM(NCS)3 perovskite structure types: CsCd(NCS)3 = Cs[Cd]; (NH4)2NiCd(NCS)6
= NH4[NiCd]. The perovskite structures were generated by swapping the A-site cation for Cs+ and the M-site
cation(s) by the appropriate transition metal, M2+.

E / meV per formula unit
M2+ E(pPv) E(Cs[Cd]) E(NH4[NiCd])

Ni 0.0 +90.8 +177.3
Mn 0.0 +84.8 +137.0
Co 0.0 +286.7 +114.5

relaxation of these structures was calculated relative to the experimentally observed
post-perovskite structure (Table 3.2). For simplicity, only the spin-ferromagnetic
solution of the three structure-types were focused on for the comparison.

The post-perovskite structure-type was found to be more stable than the perovskite
structures by around 10 kJ mol−1 (0.1 eV per formula unit). This energy discrepancy
is consistent with the observed formation of the post-perovskite structure, rather than
the other frameworks. However, it does elude to the possibility that with the use of
non-standard experimental conditions, these other perovskite phases may be obtainable
for CsM(NCS)3.
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Figure 3.4: Other AM(NCS)3 structures with perovskite-analogue structure types: a) CsCd(NCS)3
96 and b)

[NH4]2NiCd(NCS)6.97 Cs = green, Cd = purple, Ni = grey, N = blue, C = black, S = yellow, H = pale pink.

3.3.3 Magnetism

Having synthesised an isostructural series of thiocyanate post-perovskites containing para-
magnetic ions, the following step was to understand their magnetic behaviour. The bulk
magnetic susceptibility of each compound was measured. To determine the magnetic or-
dering temperatures and average interaction strength, susceptibility measurements were
carried out in an applied field of 0.01 T. Isothermal magnetisation measurements at 2 K
over the range −7 to +7 T (or −6 to +6 for M = Ni) were used to assess the degree of
magnetic hysteresis.

The zero-field-cooled and field-cooled susceptibility of CsNi(NCS)3 diverge below the
ordering temperature TC = 8.5(1) K (Fig. 3.5a). The Curie-Weiss law was fitted to
the high temperature region of the data. When starting the fit above 180 K, the Curie-
Weiss temperature, θCW, is −8.6(8) K. However, this value is particularly sensitive to
the fitting temperature range: θCW = +1.5(4) K when 100 < T < 300 K, whereas
θCW = −12.7(8) K for a fit 200 < T < 300 K. This variation is likely due to the presence
of significant single-ion anisotropy, which is typical of Ni2+.258,259 The Curie constant, C,
is 0.85(2) emu K mol−1, which is lower than the spin only value, Cspin only = 1.00 emu
K mol−1 (Fig. 3.5g). This lower than expected Curie constant is likely due to a sample
mass error.

The isothermal magnetisation of CsNi(NCS)3 at 2 K shows hysteresis with a coercive
field of HC = 0.331(2) T and a remnant magnetisation Mrem = 0.106(1) µB per Ni
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Figure 3.5: Magnetic susceptibility data with an applied field of 0.01 T for a) CsNi(NCS)3, b) CsMn(NCS)3, c)
CsCo(NCS)3. d), e) and f) show the inverse susceptibility fitted by the Curie-Weiss law over the temperature
ranges d) 180 < T < 300 K, e) and f) 100 < T < 300. g), h) and i) show the variable temperature magnetic
susceptibility product. The high temperature spin only Curie constant, Cspin only, is indicated with a dashed
line for g) CsNi(NCS)3 (Cspin only = 1.000 emu K mol−1), h) CsMn(NCS)3 (Cspin only = 4.375 emu K mol−1)
and i) CsCo(NCS)3 (Cspin only = 1.875 emu K mol−1).

(Fig. 3.6a). This would imply a canting angle of 6.1° if there are only two distinct spin
orientations. Beyond 1.19(1) T, the hysteresis loop closes and there is a magnetic phase
transition to a second magnetic phase, reaching a magnetisation of 1.54(1) µB per Ni at
6.00(1) T.

The magnetic susceptibility of CsMn(NCS)3 has a cusp at 16.8(8) K indicating the onset
of antiferromagnetic order (Fig. 3.5b). An increase in susceptibility at low temperature
is likely due to a small fraction of a hydrated impurity, difficult to avoid due to the
hygroscopic nature of the compound. Fitting the Curie-Weiss law to the inverse suscep-
tibility between 100 < T < 300 K gives θCW = −33.6(2) K, and C = 3.75(2) emu
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Figure 3.6: Isothermal magnetisation measurements at 2 K for a) CsNi(NCS)3 (field −6 to +6 T); b)
CsMn(NCS)3 (field 0 to +7 T); and c) CsCo(NCS)3 (field −7 to +7 T).

K mol−1 (Fig. 3.5e, h), which is lower than the high-spin spin only expected value of
Cspin only = 4.375 emu K mol−1 for Mn2+.

There is no observable evidence of hysteresis in the isothermal magnetisation data, con-
sistent with antiferromagnetic order (Fig. 3.6b). The magnetisation reaches 1.20(6) µB

per Mn at the largest field measured 7.00(1) T, which is well below the spin only sat-
uration magnetisation, Msat. = 5 µB per Mn. This is indicative of the presence of
significant antiferromagnetic interactions. The ratio of the Curie-Weiss temperature to
the ordering temperature is f = |θCW/TN| = 2.1, suggestive of slight frustration or
low-dimensionality.

Curie-Weiss fitting of the magnetic susceptibility of CsCo(NCS)3 between 100 < T <

300 K implying predominately antiferromagnetic interactions, θCW = −19.7(2) K
(Fig. 3.5f). The large Curie constant, C = 4.8(2) emu K mol−1, compared to the
high-spin spin only value Cspin only = 1.875 emu K mol−1, indicates that the unquenched
orbital moment remains significant in this compound. The determined θCW therefore
likely also includes the effects of the first order spin-orbit coupling. dχ/dT shows two
sharp minima, suggesting that there are potentially two ordering temperatures for the
compound at 6.7(1) and 8.4(1) K.

The isothermal magnetisation data measured at 2 K show a hysteresis with HC =
0.052(2) T and a remnant magnetisation Mrem = 0.400(1) µB per Co, suggesting
a canting angle of 15.3° (Fig. 3.6c). The hysteresis disappears at 1.86(1) T, when
M = 0.88(4) µB per Co. Above this applied magnetic field, the magnetisation steadily
increases, reaching 2.00(7) µB per Co at 7.00(1) T, although the moment remains unsat-
urated, due to a combination of single-ion anisotropy and antiferromagnetic interactions.

The bulk magnetic properties measurements suggest that both CsNi(NCS)3 and
CsCo(NCS)3 are weak ferromagnets (canted antiferromagnets), or more generally
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have uncompensated magnetic moments, with appreciable hystereses and field-induced
magnetic phase transitions. Comparatively, the absence of hysteresis and a negative
θCW for CsMn(NCS)3 suggests it is an antiferromagnet.

3.3.4 Neutron diffraction

To explore the magnetic properties of these post-perovskites further, neutron diffraction
experiments were therefore carried out, both single crystal and powder, to determine their
ground state magnetic structures. It was possible to scale-up the synthesis of CsNi(NCS)3

and CsMn(NCS)3 to obtain high quality powder and single crystal samples on a scale
suitable for neutron diffraction.

Single crystal neutron diffraction (SCND) measurements of CsNi(NCS)3 (1.8 × 0.9 × 0.3
mm3) were carried out using the D19 diffractometer at the Institut Laue Langevin (ILL).
A low temperature data collection at 2 K, below the magnetic ordering temperature of
8.5 K, saw the addition of Bragg reflections arising from the magnetic ordering. By
indexing the magnetic Bragg reflections, the propagation vector was determined to be k
= (0, 0, 0).

Due to the small size of the crystal, the magnetic Bragg reflections were too weak to
definitively determine a magnetic space group from this data alone. Therefore, these
single crystal data were combined with powder neutron diffraction (PND) data collected
on a polycrystalline sample (1.1 g) using the powder neutron diffractometer D1b, ILL
(Fig. 3.7). The magnetic space groups with maximal symmetry which permit magnetic
moments to exist on both the Ni2+ ions were identified using the Bilbao Crystallographic
Server12,51,214 to be P2′

1/c′ and P21/c (BNS notation).214 Both of these models have the
same unit cell as the nuclear structure.

The models in each space group were refined against the combined PND and SCND data
with a multi-pattern refinement. Only P21/c was able to model the additional intensity
arising from the magnetic reflections. This refined structure shows weak ferromagnetic
order with two unique magnetic sites, corresponding to the two crystallographic Ni2+

ions (Ni1 and Ni2) in the nuclear structure. The two moments have a magnitude of
2.01(3) µB and were constrained to refine to equivalent sizes. The moments are directed
predominately along the c axis with the canting only present along the b axis. The
Ni1 moments (purple arrows Fig. 3.8) are canted at an angle of 162° along the −b

direction (18° away from an antiferromagnetic alignment), whilst the Ni2 moments (green
arrows Fig. 3.8) are canted at an angle of 105° in the +b direction (75° away from an
antiferromagnetic alignment). The asymmetric canting of the two sublattices results in a
net magnetisation of 0.116 µB per Ni along the b axis (+b direction). This is equivalent
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Figure 3.7: Neutron diffraction data for CsNi(NCS)3. a) Rietveld fit for the multi-pattern refinement (D1b
powder and D19 single crystal) of the P21/c magnetic model at 1.5 K. The tickmarks show the position of
the nuclear reflections (black) and magnetic reflections (green). b) Thermodiffractogram measured between
1.5 and 10 K on the D1b diffractometer (ILL). The most intense magnetic Bragg reflection is indexed as the
(100) planes. c) The magnetic moment of the Ni2+ ions as a function of temperature obtained by Rietveld
refinements of the data collected at each temperature point. d) The Fobs against Fcalc plot obtained from
the multi-pattern refinement.

Figure 3.8: The magnetic structure of CsNi(NCS)3. The two unique magnetic vectors are represented with
purple arrows (Ni1) and green arrows (Ni2). The Cs+ cations have been omitted for clarity and the thiocyanate
ligands are represented as a wire frame. a) The structure viewed along the c axis, b) The magnetic structure
viewed along the [111] direction. c) Angles describing the canting of the moments.
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Figure 3.9: CsNi(NCS)3 lattice parameters between 1.5 and 10 K, obtained from Rietveld refinements of
neutron diffraction data measured using the D1b diffractometer (ILL). The vertical dashed black line indicates
the magnetic ordering temperature (TC = 8.5 K). A linear fit (dark green line) was used to calculated the
coefficient of thermal expansion. a) a axis, b) b axis, c) c axis, d) volume, e) sin(β).

to a single Ni2+ canting at an angle of 6.7°, which is in agreement with the magnetometry
data. The magnetic moment of Ni1 and Ni2 present a relative tilt of 136° between them.

It was found that when subtracting the 2 K PND data from the 10 K data, there are some
nuclear peaks which do not directly overlap at the two temperatures. This is particularly
evident in the (020) and (200) reflections, which are the most intense in the diffraction
patterns (Fig. 3.7a). The thermal expansion coeffiecients were estimated by calculating
a linear fit for the change in each axis over the temperature range (Fig. 3.9). Since the
change in sin(β) is at least one order of magnitude smaller than the variations observed
in the a, b and c axes, the thermal expansion tensors will not be significantly rotated over
this temperature range. Therefore, the calculated thermal expansion parameters should
be a reasonable approximation. For the a axis, αa = 19(3) MK−1, the b axis contracts
by αb = −13(3) MK−1, and for the c axis αc = 5(2) MK−1. The angle αsin(β) = 0.3(1)
MK−1 and the volume expands by αV = 11(5) MK−1. On heating from 2 to 10 K, the
a axis increases by +0.028 %, whereas the b axis notably decreases in length by −0.019
%. In contrast, the c axis remains almost constant within this temperature range.

A single crystal of CsMn(NCS)3 (6.3 × 2.5 × 1.1 mm3) was also measured on D19 (ILL).
In the diffraction data collected at 2 K, below TN = 16.8 K, a number of additional
Bragg reflections (2938 unique reflections) were identified which were not present in the
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Figure 3.10: Results from the initial magnetic refinement of the single crystal neutron diffraction data of
CsMn(NCS)3 (2 K), allowing all magnetic parameters to refine freely. a) The magnetic structure, with the
moments shown with red and orange arrows for Mn1 (red = Mn1a and orange = Mn1b) and blue arrows for
Mn2 (dark = Mn2a and light = Mn2b). The Cs+ cations have been omitted for clarity and the thiocyanate
ligands are represented as a wire frame. b) Fobs against Fcalc for the refinement.

data collected at 20 K and could not be indexed to the nuclear structure. These ad-
ditional magnetic Bragg reflections were indexed with k = (0, 1

2 , 1
2). Using the Bilbao

Crystallographic Server the possible magnetic space groups for this propagation vector
were determined to be PS1 and PS1.

I solved the magnetic structures in both magnetic space groups, and found that the PS1
better fitted the experimental data. Initally the independent magnetic Mn sites were
free to refine independently, both the moment magnitude and angles. The four unique
magnetic sites are defined as: Mn1a and Mn1b, which arise from nuclear site Mn1 but are
in alternate layers (red and orange arrows Fig. 3.10), and Mn2a and Mn2b from nuclear
site Mn2 (light and dark blue arrows Fig. 3.10). Despite giving a statistically “acceptable”
fit (χ2 = 90.5), the model was not satisfactory. Two moments on the same layer (Mn1a
and Mn2a, Layer “a”) had large moments of 7.06(±1.07) µB and 4.93(±1.39) µB, whilst
the “b” layer moments (from Mn1b and Mn2b) were very small −0.710(±0.14) µB and
−0.65(±0.17) µB. The angles of the moments were unstable during the refinement,
with significantly large errors. Since Mn2+ has the valence electron occupation d5, the
magnitude for any given moment should not be above 5 µB, so this was not a viable
model.

To explore the range of accessible magnetic structure, simulated annealing was carried
out. This is a useful method to explore a vast number of structural models, by optimising
the agreement between the model and the experimental data. For this, the symmetry of
the system was lowered to P1, meaning that each Mn ion (16 sites) within the unit cell
would refine independently without symmetry constraints. The results were generally
in agreement with the previous refinement, specifically, that the moments have similar
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Figure 3.11: Neutron diffraction data used to determine the magnetic structure for CsMn(NCS)3. a) Ther-
modiffractogram measured between 1.5 and 20 K on the D1b diffractometer (ILL). The most intense magnetic
Bragg reflection is indexed as the (100) planes. b) The integrated intensity of the (100) magnetic reflection
at 0.81 Å−1 as a function of temperature. c) Fobs against Fcalc for the final refinement using only magnetic
reflections.

behaviours on the alternating layers. Layer a has moments that are close to aligning
antiferromagnetically, whilst the Layer b moments are non-collinear with respect to each
other and to the moments on Layer a. From inspection of the mcifs generated, it was
clear that the PS1 magnetic space group possesses the symmetry elements which match
the behaviour of the magnetic moments from the data. However, the inital problems
regarding unphysical moment sizes and unstable moment angles still persisted.

To verify that the model being used was the most fitting for the data, another avenue
was considered. Refinements were attempeted with a multi-k magnetic structure using
k1 = (0, 1

2 , 0) and k2 = (0, 0, 1
2). These refinements could not fit the data well and were

quickly discarded. This exercise was useful to confirm that the propagation vector was
indeed (0, 1

2 , 1
2) as initially suggested.

Having verified that the propagation vector and magnetic space group were matching the
data, the following task was to modify the refinement conditions, so that a stable solution
was reached. Firstly, I started performing the refinements on only the magnetic Bragg
reflections. Only reflections with odd k and l values were used in the refinements. In
addition, the Q range in which the refinements were performed was limited to the lower
Q region where magnetic reflections would be expected to be observed (Q < 3.7 Å−1).

It was also necessary to identify ways in which the model could be constrained to aid
in stabilising the refinement. It was evident from previous refinements that the moment
sizes were closely correlated: within a layer as one moment increased, the second moment
decreased proportionally. To avoid this, the size of all four moments were constrained
to refine together. I found that within Layer a, Mn1a and Mn2a were orientated such
that, within error, they were at an angle of 180° from each other. The angles of these
moments were therefore constrained to remain at 180° during the refinements. Additional
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Figure 3.12: The magnetic structure of CsMn(NCS)3. The magnetic vectors are depicted with red and orange
arrows for Mn1 (red = Mn1a and orange = Mn1b) and blue arrows for Mn2 (dark = Mn2a and light =
Mn2b). The Cs+ cations have been omitted for clarity and the thiocyanate ligands are represented as a wire
frame. b), c) and d) show the angles between the magnetic vectors.

constraints were also trialed: constraining the moment angles of Mn1b and Mn2b to be
collinear (while allowing Mn1a and Mn2a to be non-collinear) gave χ2 = 120.3, and
constraining all four moments to be collinear gave χ2 = 807.6.

By constraining the angles of Mn1a and Mn2a and allowing a free angle refinement
for Mn1b and Mn2b, the final magnetic model was reached (χ2 = 56.7). The model
comprises of four unique magnetic sites, as defined previously (Mn1a = red, Mn1b =
orange, Mn2a = dark blue, Mn2b = light blue arrows, Fig. 3.12). The magnetic unit
cell dimensions are related to the nuclear cell as follows amag = anuc, bmag = 2bnuc

and cmag = 2cnuc. The magnitude of the moments for all Mn sites is 4.63(9) µB. In
the determined model, each of the four magnetic sublattices, derived from a unique
Mn2+ site, order antiferromagnetically as expected from the bulk antiferromagnetic order
observed in the magnetisation data. Mn1a and Mn2a moments are aligned antiparallel
within the layer, while Mn1b and Mn2b are at an angle of 103° relative to each other
(Fig. 3.12b). Powder neutron diffraction data were collected on the D1b diffractometer,
which clearly shows the additional magnetic Bragg reflections. However, the limited data
quality possibily prevented quantitative refinement of these data (Fig. 3.11).
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3.4 Discussion

The CsM(NCS)3 compounds all crystallise with the post-perovskite structure. However,
unlike most atomic analogues, these thiocyanate compounds adopt the structure at ambi-
ent pressure. A common characteristic of atomic post-perovskites is the presence of large
octahedral tilt angles in the corresponding perovskite phase, which leaves them more
susceptible to undergo the post-perovskite phase transition.241 Thiocyanate perovskites
are already very tilted, due to the shape of the frontier bonding orbitals, which could
explain the ease for formation of this structure type for CsM(NCS)3.260 Defining the plane
as the ac axes, the tilting occuring in these thiocyanate compounds along the edge- and
corner-sharing directions can be compared. The corner-sharing octahedra, along the a
axis, have smaller deviations away from the ac plane, with angles of ∠ac−M−S = 42(1)°
and ∠ac − M − N = 9(1)° (Fig. 3.13). Along the c axis, the edge-sharing octahedra
adopt greater tilting angles as an inherent consequence of having two thiocyanate ligands
bridging each pair of metal centres in this direction. The deviation away from the ac

plane is ∠ac − M − S = 58(1)° and ∠ac − M − N = 36(1)°. The incorporation of
a molecular ligand permits access to this greater degree of tilting without the need for
external pressure. This is evident from the DFT calcualtions which show that for these
CsM(NCS)3 compounds the post-perovskite structure-type is lower energy than other
reported thiocyanate perovskite-type structures (Table 3.2).

The magnetometry and neutron diffraction measurements show that the compounds mag-
netically order between 6 and 16 K, significantly lower than the closest chemical ana-
logues, the binary thiocyanates M(NCS)2 M = Mn, Fe, Co, Ni, Cu,80,260 which order
at TN = 29 K for Mn(NCS)2, TN = 20 K for Co(NCS)2

80,165 and TN = 54 K for
Ni(NCS)2.80,261 The atomic post-perovskites have a range in ordering temperatures, with
the fluorides ordering at similar temperatures to CsM(NCS)3, for example post-perovskite
NaNiF3 orders at TN = 22 K (compared to TC = 156 K for the perovskite phase242). The
reported ordering temperatures of the oxide post-perovskites are an order of magnitude
larger, for example CaIrO3 has TN = 115 K,238,262,263 likely as the oxides lie closer to the
metal-insulator boundary.

One key difference between CsM(NCS)3 and M(NCS)2 is that the post-perovskites only
have three-atom connections between transition metals (µ13NCS coordination mode),
whereas M(NCS)2 have both one-atom and three-atom connections (µ133NCS). The ad-
ditional M−S−M superexchange pathway in the binary thiocyanates likely strengthens
the magnetic interactions, although DFT calculations of Cu(NCS)2 suggest that interac-
tions through the M−S−C−N−M can be as strong or stronger than through M−S−M
bridges.260 The DFT calculations further support this, showing appreciable superexchange
through the end-to-end bridging thiocyanates.
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Figure 3.13: The angles between the ac plane (black line) and M−N and M−S bond angles for CsM(NCS)3
in the direction of a) the corner-sharing octahedra and b) the edge-sharing octahedra. These angles are the
same (to the nearest integer) for both M1 and M2. Metal = pink, N = blue, C = black, S = yellow.

In contrast to these compounds, dicyanimide (dca−) based post-perovskites containing
magnetic ions do not appear to order.87,108,254 The transition metals in these compounds
are separated by six bonds where d(Mn-NCNCN-Mn)= 8.9825(4) Å ([Ph4P]Mn(dca)3),87

compared to four bonds and d(Mn-NCS-Mn)= 6.37315(5) Å (CsMn(NCS)3). This likely
reduces the superexchange interactions further. However, Cr[Bi(SCN)6], with even longer
superexchange pathways does order at TN = 4.0 K,264 indicating that orbital overlap and
orbital energy matching are also playing a key role in this.

CsM(NCS)3, M = Ni, Mn, Co, all adopt non-collinear magnetic structures. Non-
collinearity also appears to be typical in the atomic perovskites. The only previous
experimentally reported magnetic structure of a post-perovskite is of CaIrO3, which used
magnetic resonant X-ray scattering to reveal a canted stripe antiferromagnetic ground
state.246 Octahedral tilting is predicted to be a key parameter in determining the degree
of non-collinearity,265 so it is expected that the post-perovskite structures are sensitive
to this factor as well. Analysis of the isothermal magnetisation data for CsNi(NCS)3

(Fig. 3.6a), assuming that there is only a single magnetic site (i.e. only two distinct
spin orientations), gives a canting angle of 6°. However, the magnetic structure has two
magnetic sites (i.e. four spin orientations), and so there are in fact three ‘canting angles’,
all of which are larger than 6° (18°, 44°, and 75°). The symmetry constraints of the
P21/c magnetic space group means that for each pair of canted moments (i.e. a single
magnetic site), the components of the magnetic moments along the a and c axes will be
of equal magnitude and so the uncompensated magnetisation lies only along the b axis.
In CsNi(NCS)3, the uncompensated moments from each magnetic site have opposite
signs: +0.80 µB per Ni2 and −0.57 µB per Ni1, with a net moment of +0.116 µB.
Using bulk measurements for materials with complex magnetic structures can therefore
lead to underestimates of the degree of non-collinearity.

The magnetic structure of CsMn(NCS)3, unlike the nickel and cobalt analogues, orders
as an antiferromagnet. The neutron data reveal a k = (0, 1

2 , 1
2) propagation vector,

which leads to four unique sublattices. As a result of the anticentring translation in
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Figure 3.14: The four nearest-neighbour magnetic interactions in CsM(NCS)3. M1 and M2 are grey and black
respectively and the thiocyanate ligands are represented with sulfur (yellow) and nitrogen (blue) atoms only.
Caesium cations and carbon atoms have been removed for clarity.

the PS1 magnetic space group, each sublattice, and therefore the overall structure, is
antiferromagnetic. There are two distinct kinds of layer within the magnetic structure,
‘a’ and ‘b’ (Fig. 3.10a). Layer a, containing Mn1a and Mn2a, is antiferromagnetically
correlated; but Mn1b and Mn2b are non-collinear both with respect to each other and also
to Mn1a and Mn2a. The complexity of this structure is perhaps surprising, considering
the relative simplicity of the nuclear structure and the lack of spin-orbit coupling expected
for high spin Mn2+. The layers stack so that each consecutive layer is offset by cnuc/2,
resulting in a triangular relationship between the interlayer moments (Fig. 3.14). This
layered stacking pattern may generate frustration, which could explain the observed non-
collinear structure.

3.5 Conclusions

The synthesis, structure, magnetometry, single crystal and powder neutron diffraction
data for three isomorphic post-perovskite thiocyanate frameworks, CsM(NCS)3 M
= Ni, Mn, Co has been reported. The magnetic susceptibility measurements show
that all the materials magnetically order, CsNi(NCS)3 TC = 8.5(1) K, CsMn(NCS)3

TN = 16.8(8) K and CsCo(NCS)3 TC = 6.7(1) K. Neutron diffraction experiments on
CsNi(NCS)3 and CsMn(NCS)3 revealed both compounds have complex non-collinear
ordering. CsNi(NCS)3 orders as a weak ferromagnet with two magnetically distinct
nickel moments. CsMn(NCS)3, on the other hand, orders as an antiferromagnet with a
magnetic unit cell which is doubled along the nuclear b and c axes, and has four unique
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sublattices.

This study has demonstrated the role neutron diffraction studies have in uncovering un-
usual magnetic orderings. The neutron diffraction data have shown that despite the
relative simplicity of the chemical structures, these thiocyanate post-perovskites are a
rich source of surprising magnetic orderings which cannot be recognised through magne-
tometry data alone.

3.6 Experimental

3.6.1 Synthesis of CsM(NCS)3

Aqueous solutions of MnSO4 ·H2O (254 mg, 1.5 mmol, 3 mL) and Ba(SCN)2 · 3H2O (461
mg, 1.5 mmol, 15 mL) were combined and stirred for 24 h. The opaque white solution was
filtered, and the white residue of BaSO4 removed to leave a filtrate of aqueous Mn(NCS)2.
Cs2SO4 (272 mg, 0.75 mmol) and Ba(SCN)2 · 3H2O (231 mg, 0.75 mmol) were dissolved
in distilled water (10 mL) and added to the Mn(NCS)2 solution. The mixture was stirred
for 24 h, and filtered, removing a white residue of BaSO4. The colourless filtrate solution
of CsMn(NCS)3 was concentrated under reduced pressure and left to stand for 48 h
yielding pale green single crystals of CsMn(NCS)3.

CsCo(NCS)3 and CsNi(NCS)3 were synthesised in an analogous method from
CoSO4 · 7H2O (421 mg, 1.5 mmol) and NiSO4 · 6H2O (394 mg, 1.5 mmol) respec-
tively. This yielded purple, CsCo(NCS)3, and green, CsNi(NCS)3, microcrystalline
powders. Single crystals of these compounds were obtained by slow evaporation
recrystallisations from concentrated aqueous solutions. The synthesis of CsNi(NCS)3 has
been previously reported through the reaction of NiCl2 · 6H2O, Cs2CO3 and NH4SCN.78

3.6.2 Single Crystal X-ray Diffraction

Single crystal X-ray diffraction measurements were carried out by Dr Matthew Cliffe
(University of Nottingham) and myself. Single crystals were selected and mounted us-
ing Fomblin® (YR-1800 perfluoropolyether oil) on a polymer-tipped MiTeGen Micro-
MountTM and cooled rapidly to 120 K in a stream of cold N2 using an Oxford Cryosys-
tems open flow cryostat.266 Single crystal X-ray diffraction data were collected on an
Oxford Diffraction GV1000 (AtlasS2 CCD area detector, mirror-monochromated Cu-Kα

radiation source; λ = 1.541 Å; ω scans). Cell parameters were refined from the observed
positions of all strong reflections and absorption corrections were applied using a Gaus-
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sian numerical method with beam profile correction (CrysAlisPro).267 The structure was
solved within Olex2268 by dual space iterative methods (SHELXT),27 least squares refine-
ment of the structural model was carried using (SHELXL).269 Structures were checked
with checkCIF (https://checkcif.iucr.org).

3.6.3 Single Crystal Neutron Diffraction

Monochromatic single crystal neutron diffraction data for CsMn(NCS)3 and CsNi(NCS)3

were collected on the four-circle D19 diffractometer at the Institut Laue Langevin (ILL)
Grenoble, France, by Jie Lee (University of Nottingham), Dr Oscar Fabelo (ILL), Dr
Laura Cañadillas Delgado (ILL), Dr Matthew Cliffe and myself. Neutrons with a wave-
length of 1.455 Å (CsMn(NCS)3) and 1.457 Å (CsNi(NCS)3) were provided by a flat Cu
monochromator using the 220 reflection at 2θM = 69.91° take-off angle. The samples
were each placed in a closed-circuit displex cooling device, which was operated following
a ramp of 2 K min−1.

NOMAD software from the ILL was used for data collection. Unit cell determinations
were performed using PFIND and DIRAX programs, and processing of the raw data was
applied using RETREAT, RAFD19 and Int3D programs.226–229 For CsNi(NCS)3, the data
were corrected for the absorption of the low-temperature device using the D19ABSCAN
program230 and for the size and composition of the crystal. For CsMn(NCS)3 the data
were corrected for the absorption of the low-temperature device using the D19ABSCAN
program.

3.6.4 Powder Neutron Diffraction

Constant wavelength powder neutron diffraction data for CsMn(NCS)3 and CsNi(NCS)3

were collected on the high-intensity medium resolution D1b diffractometer270 at the ILL
by Dr Oscar Fabelo, Dr Laura Cañadillas Delgado, Dr Matthew Cliffe and myself. The
incident wavelength was λ = 2.52 Å and the scattering was measured over an angular
range of 2 < 2θ < 128°. Thermal diffractograms for CsMn(NCS)3 were collected between
1.5 K and 20 K heated with a programmed ramp of 0.06 K min−1. Long acquisition
measurements were collected at 1.5 K and 20 K. Thermal diffractograms for CsNi(NCS)3

were collected between 1.5 K and 10 K heated with a programmed ramp of 0.025 K min−1.
Long acquisition measurements were collected at 1.5 K and 10 K. NOMAD software from
the ILL was used for data collection. Refinements of the magnetic model were completed
using the FullProf program.37
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3.6.5 Magnetic Measurements

Measurements of the magnetic susceptibility were carried out by Dr Matthew Cliffe and
myself on samples of CsNi(NCS)3 (34.5 mg) and CsCo(NCS)3 (14.3 mg) using a Quantum
Design Magnetic Property Measurements System (MPMS) 3 Superconducting Quantum
Interference Device (SQUID) magnetometer, and for CsMn(NCS)3 (9.6 mg) using an
MPMS XL. The zero-field-cooled (ZFC) and field-cooled (FC) susceptibility was measured
in an applied field of 0.01 T over the temperature range 2300 K. As M(H) is linear in
this field, the small-field approximation for the susceptibility, χ(T) ≃ M

H
, where M is the

magnetisation and H is the magnetic field intensity, was taken to be valid.

Isothermal magnetisation measurements were carried out at 2 K over the field range −7
to +7 T for CsMn(NCS)3 and CsCo(NCS)3, and a range of −6 to +6 T for CsNi(NCS)3.
Data were corrected for diamagnetism of the sample using Pascal’s constants.41

3.6.6 Density Functional Theory Calculations

Density functional theory (DFT) calculations were performed by Dr Sanliang Ling (Uni-
versity of Nottingham) to probe the structures and energetics of spin order of the com-
pounds considered in this study. The spin-polarised DFT+U method (with Grimme’s D3
van der Waals correction)271 was employed in structural optimisations and energy calcu-
lations, using the Vienna Ab initio Simulation Package (VASP 5.4.4).272 In the DFT+U
calculations, U values of 3.6, 5.0 and 5.1 eV were used for d-electrons of Mn2+, Co2+ and
Ni2+ cations,273,274 respectively, and a range of ferromagnetic and anti-ferromagnetic spin
solutions were considered for divalent magnetic cations (Table 3.3). A plane-wave basis set
with a kinetic energy cutoff of 520 eV to expand the wave functions. The Perdew-Burke-
Ernzerhof functional275 in combination with the projector augmented wave method276,277

were used to solve the Kohn-Sham equations. An energy convergence threshold of 10−4

eV was used for all total energy calculations, and the structural optimisations, including
cell parameters and atomic positions, were considered converged if all interatomic forces
fall below 0.01 eV Å−1. All DFT calculations have been performed in the 2 × 1 × 1
supercell (8 formula units per cell) using a 6 × 5 × 5 k-grid (which corresponds to a
k-points spacing of around 0.1 Å−1).
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3.7 Appendix

Figure 3.15: The derivative of the susceptibility for a) CsNi(NCS)3, b) CsMn(NCS)3 and c) CsCo(NCS)3.

Table 3.3: The configurations used to calculate the ground state interactions and the relative energy of each
configuration for CsM(NCS)3, M = Ni, Mn. Each interaction is given as a relative interaction where + is
ferromagnetic, − is antiferromagnetic, and 0 where the interactions are compensated.

Structure Ja Jb Jc1 Jc2 E(CsNi(NCS)3) * E(CsMn(NCS)3) *

FM + + + + 0.000 0.000
AFM1 + − + + −1.184 −3.349
AFM2 − + + + −0.212 −0.121
AFM3 0 − − − −0.041 −11.511
AFM4 0 − − − −0.171 −11.587
AFM5 0 + − − 0.389 −8.669
AFM6 − − + + −0.914 −3.330
AFM7 0 0 + − −0.238 −6.643
AFM8 0 0 − + +0.014 −5.425

* meV per formula unit
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Table 3.4: Single crystal experimental details for CsCo(NCS)3 (X-ray data) and CsNi(NCS)3 (neutron data),
S = ”Goodness of fit”

Crystal data Co 120K X Ni 15K N
Chemical formula C6Co2N6S6 · 2 (Cs) C6Ni2N6S6 · 2 (Cs)
Mr 732.16 731.69
Temperature (K) 120 15
λ (Å) 1.54184 1.4568
Radiation type Cu Kα Neutron
Crystal system Monoclinic Monoclinic
Space group P21/n P21/n
a (Å) 12.6103 (1) 12.5261 (10)
b (Å) 13.2395 (2) 13.0853 (17)
c (Å) 5.5786 (1) 5.5409 (5)
β (°) 96.445 (1) 96.560 (6)
V (Å3) 925.48 (2) 902.25 (16)
Z 2 2
µ (mm−1) 50.61 0.02
Crystal size (mm) 0.13 × 0.04 × 0.02 1.8 × 0.9 × 0.3

(radius= 1)
Data collection
Diffractometer GV1000, AtlasS2 D19 (ILL)
Transmission min.,
max.

0.445, 0.942 −

No. of measured,
independent and ob-
served [I > 2σ(I)]
reflections

17041, 1847, 1809 3115, 1304, 876

Rint 0.051 0.077
(sin θ/λ)max (Å−1) 0.620 0.598
Data completeness 0.999 0.806

Refinement
R[F 2 > 2σ (F 2)], ω
R(F 2), S

0.019, 0.048, 1.04 0.114, 0.119, 3.72

No. of reflections 1847 1304
No. of parameters 103 99
∆ρ >max, ∆ρ >min

(e Å−3)
+0.66, −0.87 -
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Table 3.5: Single crystal experimental details for CsMn(NCS)3, 2 − 20 K (neutron data), S = ”Goodness of
fit”

Crystal data Mn 2K N Mn 13K N Mn 20K N
Chemical formula C6Mn2N6S6 · 2 (Cs) C6Mn2N6S6 · 2 (Cs) C6Mn2N6S6 · 2 (Cs)
Mr 724.18 724.18 724.18
Temperature (K) 2 13 20
λ (Å) 1.4451 1.4451 1.4451
Radiation type Neutron Neutron Neutron
Crystal system Monoclinic Monoclinic Monoclinic
Space group P21/n P21/n P21/n
a (Å) 12.7468 (3) 12.7463 (3) 12.7469 (3)
b (Å) 13.2446 (3) 13.2447 (3) 13.2457 (3)
c (Å) 5.6541 (1) 5.6540 (1) 5.6542 (1)
β (°) 95.8390 (16) 95.8382 (16) 95.8446 (16)
V (Å3) 949.61 (4) 949.56 (4) 949.70 (4)
Z 2 2 2
µ (mm−1) 0.02 0.02 0.02
Crystal size (mm) 6.3 × 2.6 × 1.1

(radius= 3)
6.3 × 2.6 × 1.1
(radius= 3)

6.3 × 2.6 × 1.1
(radius= 3)

Data collection
Diffractometer D19 (ILL) D19 (ILL) D19 (ILL)
Absorption correc-
tion

- - -

No. of measured,
independent and ob-
served [I > 2σ(I)]
reflections

5326, 1659, 1616 5513, 1656, 1649 5516, 1656, 1649

Rint 0.030 0.027 0.027
(sin θ/λ)max (Å−1) 0.601 0.599 0.599
Data completeness 0.959 0.968 0.968

Refinement
R[F 2 > 2σ (F 2)], ω
R(F 2), S

0.033, 0.081, 2.49 0.035, 0.097, 3.60 0.037, 0.108, 2.97

No. of reflections 1659 1656 1656
No. of parameters 103 103 103
∆ρ >max, ∆ρ >min

(e Å−3)
- - -
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Table 3.6: Single crystal experimental details for CsMn(NCS)3, 50 − 300 K (50 and 300 K neutron data, 120
K X-ray data), S = ”Goodness of fit”

Crystal data Mn 50K N Mn 120K X Mn 300K N
Chemical formula C6Mn2N6S6 · 2 (Cs) C6Mn2N6S6 · 2 (Cs) C6Mn2N6S6 · 2 (Cs)
Mr 724.18 724.18 724.18
Temperature (K) 50 120 300
λ (Å) 1.4451 1.54184 1.4451
Radiation type Neutron X-ray Neutron
Crystal system Monoclinic Monoclinic Monoclinic
Space group P21/n P21/n P21/n
a (Å) 12.7661 (3) 12.8159 (3) 12.8136 (5)
b (Å) 13.2731 (4) 13.3648 (3) 13.4916 (7)
c (Å) 5.6588 (2) 5.6774 (1) 5.6692 (2)
β (°) 95.9037 (17) 95.999 (2) 96.346 (2)
V (Å3) 953.77 (5) 967.11 (6) 974.06 (13)
Z 2 2 2
µ (mm−1) 0.02 45.62 0.02
Crystal size (mm) 6.3 × 2.6 × 1.1

(radius= 3)
0.37 × 0.21 × 0.14 6.3 × 2.6 × 1.1

(radius= 3)
Data collection
Diffractometer D19 (ILL) SuperNova, Dual, Cu

at home/near, Atlas
D19 (ILL)

Transmission min.,
max.

- 0.007, 0.181 -

No. of measured,
independent and ob-
served [I > 2σ(I)]
reflections

3875, 1432, 1401 8091, 1924, 1875 2318, 1158, 1046

Rint 0.030 0.093 0.026
(sin θ/λ)max (Å−1) 0.600 0.622 0.599
Data completeness 0.832 0.993 0.664

Refinement
R[F 2 > 2σ (F 2)], ω
R(F 2), S

0.035, 0.085, 1.96 0.063, 0.160, 1.05 0.039, 0.076, 1.70

No. of reflections 1432 1924 1158
No. of parameters 103 103 103
∆ρ >max, ∆ρ >min

(e Å−3)
- +4.76, −1.57 -
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Chapter 4

High pressure behaviour of the
magnetic van der Waals molecular
framework Ni(NCS)2

4.1 Summary

• The van der Waals molecular framework Ni(NCS)2 was compressed up to 8.4 kbar.
• The structural distortions were followed through X-ray and neutron diffraction

experiments, and revealed that Ni(NCS)2 has anisotropic compressibilities, both
within the layers and between layers.

• From magnetometry and low temperature neutron diffraction data, it was found
that the magnetic ordering temperature increases by +19 % (+2.3 % kbar−1). This
occurs as a result of the soft, in-layer compressibility of the framework.

4.2 Introduction

Pressure is a ubiquitous external parameter which can be used to activate alterations
to the physical attributes of materials, including charge transfer correlations leading
to metallisation,278,279 superconductivity,280 magnetic ordering281,282 and spin-crossover
behaviour.283,284 In particular, research has been drawn towards van der Waals materials
(vdW), compounds characterised by their two-dimensional layers, which weakly interact
through dispersion interactions. This promenant feature in vdW materials has been ex-
ploited by exfoliating materials to their few-layer or monolayer extremes,285,286 with the
aim of employing these compounds as single-layer magnetic materials incorporated into
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spintronic devices.54

Transition metal halides, MX2 and MX3, M = transition metal, X = halide, are a subset
of the vdW category which have been shown to undergo substantial enhancements of their
magnetic ordering temperature, TC . Included is NiI2 and FeCl2 which report increases in
TC of +313 % when compressed to 190 K282 and +1091 % at pressures of 420 kbar.287

This results in a responsiveness to pressure of Q = dTC
TC

1
dP

= +1.6 % kbar−1 (NiI2) and
Q = +2.4 % kbar−1 (FeCl2). In addition, bilayers of CrI3 undergo an antiferromagnetic
to ferromagnetic transition at 27 kbar.156

As well as strengthening superexchange pathways to alter TC , pressure can promote
further changes to the electronic structure of a compound.288 Metal-insulator transitions
are reported for NiI2 at a critical pressure of PC = 190 kbar,282 FeCl2 (PC = 320 kbar)289

and FePS3 (PC = 140 kbar).278 Moreover, FePSe3 exhibits superconductivity above 90
kbar as the layer separation reduces.280

Molecular frameworks, made from metals and molecular ligands, are also a rich source for
exploring pressure-activated property control. Materials which contain molecular compo-
nents provide compounds with an inherently higher flexibility than materials comprising
of only atomic ions due to the extended length of the ligands.290,291 They therefore can be
expected to produce larger responses at pressures closer to those realisable in practical
devices. For example, the magnetic order temperature of the three-dimensional cyanaides,
[Mn(4−dmap)]3[Mn(CN)6]2, 4−dmap = 4−dimethylaminopyridine, which has Q = +13
% kbar−1292 and [Ru2(O2CCH3)4]3[Cr(CN)6], where Q = +6.5 % kbar−1,293 rapidly in-
crease with pressure. However, not all molecular frameworks show such large pressure
responses, with the binary dicyanamides, M(dca)2 M = Mn, Co, Fe, Ni, dca = N(CN) –

2 ,
with three-atom superexchange pathways (µ1,3−dca), demonstrating a pressure sensitiv-
ity between Q = +0.4 and +3.9 % kbar−1.281,294 Nevertheless, the understanding of
the pressure response of the magnetism of vdW molecular framework magnets is rapidly
developing.80,295,296
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Figure 4.1: Summary of the nuclear and magnetic structure of Ni(NCS)2 at ambient pressure.80 a) The in-
plane structure, viewed along the c axis, showing the connectivity of the [NiS4N2] octahedra. b) Viewed along
the b axis, showing the layer stacking. c) The antiferromagnetic ordering (moments as green arrows), with
the three nearest neighbour interactions identified (purple arrows). The carbon atoms have been removed for
clarity. Ni = green (atoms and octahedra), N = blue, C = black, S = yellow.

Nickel(II) thiocyanate, Ni(NCS)2, is a member of the binary pseudo-halides M(NCS)2, M
= Mn, Co, Fe, Ni, Cu,30,80,165,260 which adopt analogous structures to the two-dimensional
metal halides MX2 (Fig. 4.1a, b).297 Ni(NCS)2 crystallises in the C2/m monoclinic space
group, with edge-sharing octahedra which form layers in the ab plane, which stack along
the c axis.80 It is the only reported member to antiferromagnetically order, TN = 54 K,
with ferromagnetic layers (Fig. 4.1c).80 The moments correlate ferromagnetically within
the ab plane and antiferromagnetically between adjacent planes, ordering with a prop-
agation vector of k= (0, 0, 1

2) in the magnetic space group Cc2/c.80 The moments are
oriented along the N−Ni−N bond direction and are restricted to the ac plane by sym-
metry. The three nearest neighbour interactions are: J1 through Ni−S−Ni (b direction),
J2 along Ni−NCS−Ni (a direction) and J3 occurs between the metals on adjacent layers
(c direction, Fig. 4.1d).

Here I report the structural and magnetic changes of Ni(NCS)2 as it is compressed to
pressures up to 8.4 kbar. The evolution of both lattice parameters and the structure
under compression have been followed through X-ray and neutron powder diffraction ex-
periments. The combination of magnetometry and low temperature neutron diffraction
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measurements show the enhancement of the magnetic ordering temperature with pres-
sure and confirm the magnetic ground state remains throughout compression. Density
functional theory (DFT) calculations have been carried out which explain the energetic
origins of the observed behaviour.

4.3 Results

4.3.1 Nuclear structure under pressure

To explore the distortions that Ni(NCS)2 experiences with pressure, ambient temperature
powder diffraction measurements were carried out using X-rays (I15, Diamond, UK) and
neutrons (D2b, ILL, France).

The variable pressure X-ray data were collected between 0.001 and 4.0 kbar in 0.2 kbar
steps, and neutron data were collected at 1.7, 3.4, 5.1 and 6.7 kbar. Rietveld refinements
were performed for each dataset, refining the lattice parameters, background and peak
shape parameters (Fig. 4.2). The atom positions and anisotropic displacement parameters
were fixed to that of the structure at ambient pressure throughout.80

From the refinements, the lattice parameters were determined. Both data sets, X-ray and

Figure 4.2: Examples of Rietveld refinement results. a) From synchrotron X-ray data (I15, Diamond) measured
at 3 kbar and ambient temperature (RT). b) From neutron data (D2b, Institut Laue Langevin, ILL), measured
at 3.4 kbar and ambient temperature. Le Bail fits were made to account for reflections arising from the
aluminium sample holder. The tickmarks show the position of structural reflections (turquoise) and aluminium
(orange).
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Figure 4.3: Crystallographic parameter variations determined from Rietveld refinements at ambient tempera-
ture using X-rays (circles, measured with I15, Diamond, 0.001 to 4 kbar) and neutrons (traingles, measured
with D2b, ILL, 0.001 to 6.7 kbar). a) Normalised change of the unit cell parameters. b) Strain (εi) along the
principal axes (Xi) with lines showing the linear compressibilities. c) The volume dependence with pressure,
fitted with the third-order Birch-Murnaghan (BM) equation of state with B0 = 170(2) kbar and B′ = 15(1)
for X-rays and B0 = 156(6) kbar and B′ = 22(3) for neutrons. d) The compressibility (K) along the principal
axes as a function of pressure. Standard errors are shown with vertical lines.

neutron, show that as Ni(NCS)2 is compressed, all unit cell axes decrease in length while
the β angle remains broadly constant (Fig. 4.3a). From refinements of the X-ray data,
the volume is reduced from 225.18(6) Å3 at 0.001 kbar to 220.65(6) Å3 at 4.0 kbar.
Fitting the X-ray data to a third-order Birch-Murnaghan equation of state,66 gives a bulk
modulus B0 = 170(2) kbar and B′ = 15(1) (Fig. 4.3c, circles). Comparable trends
are observed for the compressibilities and reduction in axes observed for the neutron
(triangles) data up to 6.7 kbar as well (B0 = 156(6) kbar and B′ = 22(3)).

To define the strain experienced by the compound, principal axes X1, X2 and X3 were
assigned, where X1 ≈ a, along the Ni−NCS−Ni pathway; X2 = b, along the Ni−S−Ni
bonds and X3 ≈ c, between the layers. The compressibilities Ki = −1/εi

dεi
dP

are derived
from fitting an empirical equation of state (εi(P ) = ε0 + λ(P − PC)ν). From the
pressure dependence of the principal axes, it was found that the compressibilities are
very anisotropic. At 4 kbar for the X-ray data, K3 = 32.5(3) TPa−1, which is more than
double K2 = 13.5(1) TPa−1, and K1 = 3.8(4) TPa−1 is an order of magnitude smaller.
Similar results are obtained for the neutron data up to 6.7 kbar (Table 4.1).
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Table 4.1: Compressibilities (K) for the principle axes of Ni(NCS)2 calculated from synchrotron X-ray data
(I15, Diamond) at 4 kbar and from neutron data (D2b, ILL) at 6.7 kbar. The definition of the principal axes
(Xi) are given relative to the unit cell (a, b, c) for the structure at 4 kbar

Axes K (TPa−1) a b c
X-rays Neutrons

X1 3.8(4) 3(2) 0.990 0.0 0.141
X2 13.5(1) 13.9(8) 0.0 1.0 0.0
X3 32.5(2) 26.9(6) 0.124 0.0 0.992
V 50.0(5) 48(1)

To explore the changes in the structure over a broader pressure range, DFT calculations
were performed at pressures of 0, 5, 10, 20, 50 and 100 kbar. The calculations, at 0
K, were carried out in the experimentally-derived layered antiferromagnetic ground-state.
The bulk modulus, fitted using the third-order Birch-Murnaghan equation of state, is
255.7(2) kbar, with B′ = 6.42(9). The compressibilities at 10 kbar are K3 = 18.1(5)
TPa−1, K2 = 10.1(4) TPa−1 and K1 = 3.0(2) TPa−1, broadly consistent with the
measured compressibilities (Table 4.1). On increasing the pressure to 100 kbar, there is a
significant stiffening of all the axes, K3 = 5.1(5) TPa−1, K2 = 5.5(8) TPa−1 K1 = 1.9(5)
TPa−1.

4.3.2 Variable temperature high pressure

To investigate the effect of high pressure on the thermal expansion of this material,
variable-temperature neutron diffraction data, T = 20, 40, 180 and 298 K, were col-
lected at the maximum pressure measured of 6.7 kbar.

Ni(NCS)2 has normal, positive volumetric thermal expansion, with a coefficient of ther-
mal expansion αV = 1/V dV

dT
= 42(3) MK−1. At 6.7 kbar, the thermal expansion

is anisotropic with linear thermal expansivities along the principal strain directions of
α1 = 1/ε1

dε1
dT

= 26(1) MK−1, α2 = 14(2) MK−1 and α3 = 1.12(5) MK−1 (Fig. 4.4a).
The principal axes definitions are broadly in the same directions as those for the com-
pressibilities.

Within the unit cell, there are also notable structural changes. ∠Ni−S−Ni (along
X2) expands significantly on cooling, ∆sin(Ni−S−Ni) = −0.0041(2) %, whereas
∠Ni−N−C and ∠Ni−S−C (predominantly along X1) change much less, ∆sin(Ni−N−C)
= −0.00160(6) % and ∆sin(Ni−S−C) = +0.0016(2) %. The torsion angle between
Ni−S−C−N decreases by ∆sin(Ni−N−C) = −0.0111(7) % (Fig. 4.4b).

At this highest pressure, 6.7 kbar, additional peaks emerged in the neutron datasets at
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Figure 4.4: Selected results from Rietveld refinements at 6.7 kbar measured at 20, 40, 180 and 298 K using
the D2b diffractometer (ILL). a) Relative strain (εi) in the principle axes and volume, b) relative change in
sin(angle) of Ni−ligand bonds and the dihedral angle Ni−S−C−N. The shaded regions show the calculated
errors.

high Q (≥ 2.7 Å−1) at temperatures below approximately 55 K. This is well into the
magnetic ordered phase, and likely arise from a combination of oxygen and/or nitrogen
phases crystallising due to the presence of air in the pressure cell. These were accounted
for by including additional Le Bail phases.298,299 In addition, no anomalies observed in the
magnetometry data corresponding to this transition, further supporting the assumption
that this is not sample related.

4.4 Magnetometry

Zero-field-cooled susceptibility measurements were carried out at 1.2(1), 3.8(1), 5.2(1)
and 8.4(1) kbar on a pelletised polycrystalline sample. At each pressure, the magnetic
susceptibility increases on cooling until a broad maximum is reached at the ordering
temperature (Fig. 4.5a). The ordering temperature shifts to higher values as the sample
is compressed, and is accompanied by a decrease in the maximum susceptibility. At the
highest measured pressure, 8.4(1) kbar, Ni(NCS)2 orders at TN = 64.6(4) K, a +19 %
increase from ambient pressure. This demonstrates a pressure-sensitivity of Q = +2.3
% kbar−1.

Isothermal magnetisation measurements were also carried out at the same pressure points
at 10 K between −7 and +7 T (Fig. 4.5b). At all pressures, the sample did not show sat-
uration up to 7 T, as expected for a bulk antiferromagnet. The maximum magnetisation
measured increases from 1.2(1) to 3.8(1) kbar, before decreasing at higher pressures.
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4.5 Magnetic structure under pressure

Since the bulk magnetic measurements showed a significant enhancement in the magnetic
ordering temperature, to understand the evolution of the magnetic structure, neutron
diffraction measurements were carried out on a powder sample (1.2 g) using the high flux
D1b diffractometer (ILL).

Neutron diffraction data were collected below the ordering temperatures at 3, 4.5 and
6.7 kbar at the lowest temperatures for each pressure (P = 3 kbar, T = 34 K; P = 4.5
kbar, T = 44 K; P = 6.7 kbar, T = 20 K). In these low temperature data sets, an
additional Bragg reflection appears at 0.54 Å−1 at all pressures (Fig. 4.6a) and no other
additional reflections. From the position of the reflection, the propagation vector, k, was
confirmed to be k = (0, 0, 1

2), identical to that of the ambient pressure material. This
propagation vector corresponds to a doubling of the unit cell along the c axis. From
the two maximal magnetic space groups, Cc2/c and Cc2/m, only the ambient pressure
magnetic model, Cc2/c, was able to reproduce the observed intensity with a reasonable
moment size.

Rietveld refinements were carried out on these datasets in which the magnitude of the
nickel moment was fixed to 1.75 µB, in accordance with the reported size of the moment at
2 K at ambient pressure,80 due to the paucity of magnetic Bragg peaks. This then allowed
for the angle to be refined as the only free magnetic parameter. At all three pressures,
the angle of the moment remains broadly unchanged from the ambient structure model,
that is, the moment is oriented along the N−Ni−N bond within the ac plane.

As the moment direction does not change up to 6.7 kbar or on warming at ambient
pressure,80 for the following magnetic refinements, therefore, the moment orientation was

Figure 4.5: a) Magnetic susceptibility measured at 1.2(1), 3.8(1), 5.2(1) and 8.4(1) kbar, the relative sus-
ceptibility has been normalised to the maximum susceptibility at 1.2 kbar. b) Isothermal magnetisation
measurements carried out at 10 K plotted between 0 to +7 T, showing the relative magnetisation normalised
to the maximum magnetisation at 1.2 kbar.
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Figure 4.6: Magnetic refinement results from neutron diffraction data (D1b, ILL) a) at 6.7 kbar and 20
K. Le Bail fits were made to account for reflections arising from the aluminium sample holder, oxygen and
nitrogen. The tickmarks show the position of structural reflections (turquoise), magnetic reflections (purple),
aluminium (orange), oxygen (light green) and nitrogen (dark blue) phases. b) The temperature dependence
of the magnetic moment determined from Rietveld refinements of neutron diffraction data at 3 and 4.5 kbar,
fitted by a power law Eqn. 4.1 (black line). The shaded regions show the calculated errors of the magnitude
of the moment. c) Calculated enthalpies of the three nearest neighbour interactions obtained from DFT
calculations at ambient pressure, 5, 10, 20, 50 and 100 kbar, where J > 0 describes antiferromagnetic
interactions and J < 0 for ferromagnetic interactions. The calculated uncertainties associated with fitting to
the Heisenberg Hamiltonian are shown with vertical lines.

fixed to point along the N−Ni−N bonds. This allowed the size of the magnetic moment
to be refined as the only free magnetic parameter in the final cycles of the refinement.

Having established that the magnetic ground state remains unchanged up to 6.7 kbar, the
nature of the magnetic ordering transition was explored. Variable temperature data was
collected at 3 kbar (T = 34−65 K) and 4.5 kbar (T = 44−60 K). At 3 kbar, the magnetic
moment was refined to 1.68(7) µB for the lowest temperature point (T = 34 K) and the
ordering temperature is found at TN = 56.1(5) K. At 4.5 kbar the refined moment is
1.58(7) µB (T = 44 K) and decreases with temperature to 0 µB at TN = 58.0(5) K. The
refined magnetic moments was fitted to a power law in the vicinity of the transition,

M = A(TN − T )β, (4.1)

where A is a proportionality constant, TN is the ordering temperature and β is a critical
exponent (Fig. 4.6b). At 3 kbar, the fitted values were β = 0.36(6) and TN = 55.9(7)
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K. At 4.5 kbar, β = 0.33(5) and TN = 59.3(3) K. The values of β are in between 0.326
and 0.367 expected for a three-dimensional Ising and Heisenberg antiferromagnet.215

In addition, DFT calculations were performed to understand the exchange interactions
responsible for the magnetic behaviour observed. Geometry optimisations, including both
atomic positions and cell parameters, were carried out to probe the magnetic ground
state at pressures of 0, 5, 10, 20, 50 and 100 kbar, for six high symmetry configurations
and the resultant energies and enthalpies were calculated using the Hamiltonian E =∑

ij JijSi · Sj + E0.

The DFT energies obtained from the calculations were fitted to a Heisenberg collinear
spin Hamiltonian to extract three interactions, J1 along the Ni−S−Ni direction, J2 along
the Ni−S−C−N−Ni direction and J3 corresponding the the interactions between layers.
At ambient pressure, J1 is large and ferromagnetic −43(8) K, J2 weaker and also fer-
romagnetic −4(4) K and J3 is zero within error, consistent with the expected ground
state (Fig. 4.6c). The large values of the errors suggest that the Heisenberg Hamiltonian
employed is perhaps not appropriate: either due to large single ion effects or higher order
interactions (e.g. biquadratic interactions). It is likely that up to 50 kbar the reported
ambient antiferromagnetic structure is the most stable configuration. However, there is
not a strong trend in the predicted J values with pressure beyond the error of the calcu-
lations. The relative energy differences between selected spin configurations here are less
than 1 meV/metal, which are close to the limits of accuracy for these DFT calculations.

4.6 Discussion

From the diffraction data, the bulk modulus of Ni(NCS)2 is calculated to be B0 = 170(2)
kbar, which shows that Ni(NCS)2 is one of the softer van der Waals compounds, for
instance, CrBr3 has B0 = 230 kbar300 and FePSe3 has B0 = 828 kbar.280 High pressure
structural phase transitions are common in layered compounds,278,301,302 however, the
DFT calculations do not provide any evidence of a structural phase transition up to
100 kbar. Ab initio structure searches and larger supercell calculations together with
higher pressure calculations would allow further exploration of the potential for new
Ni(NCS)2 phases. These calculations also suggest that any metallisation transition occurs
significantly above 100 kbar, compared to NiI2 Pc = 190 kbar,303 FeCl2 Pc = 450 kbar289

and FePS3 Pc ≈ 140 kbar.278
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Figure 4.7: a) Nickel ions connected through two NCS– ligands, showing the ‘hinge’ angle, ω. Ni = green,
N = blue, C = black, S = yellow. b) Relative change in the bond lengths Ni−N and Ni−S, and the relative
change in cos( ω

2 ) with pressure. The ambient pressure values were obtained from ref.30 The shaded regions
show the errors.

Ni(NCS)2 can also be compared with other pseudobinary molecular frameworks. Since
substituting the metal cation species can influence the flexibility of the structure, the
discussion is focussed on Ni2+ frameworks.304 The three-dimensional Ni(dca)2 (dca =
N(CN)2) has a larger bulk modulus, B0 = 360 kbar,305 than Ni(NCS)2. As the ligand
length increases, it would be expected that the structure becomes more flexible,306 and,
therefore have a lower B0. However, as Ni(dca)2 is three-dimensionally connected, the
resultant bulk modulus is larger than that of layered Ni(NCS)2. The volumetric com-
pressibility provides only a partial picture, as both compounds are anisotropic. The
compressibility of Ni(dca)2 along the b and c axes is similar to that of Ni(NCS)2 along
the X2 and X3 (Kb = 11.1 TPa−1 and Kc = 24.1 TPa−1 for Ni(dca)2), but Ni(dca)2

shows negative linear compressibility (NLC) in the third (a) direction. The materials
have similar ligand arrangements along the a axis, where the nickel ions are bridged by
two ligands coordinated in an end-to-end arrangement. In both materials, the ‘hinge’
ligand−metal−ligand bond angles, ω (ω = ∠N−Ni−S and ∠N−Ni−N, Fig. 4.7a), de-
crease: [∆ cos(ω

2 )]/P = 0.09 % kbar−1 (NCS), compared to [∆ cos(ω

2 )]/P = 0.16 %
kbar−1 (dca). Ni(NCS)2 has softer Ni−L bonds, meaning that there is still contraction
in the bond lengths (Ni−N= −0.12 % kbar−1 and Ni−S= −0.18 % kbar−1, Fig. 4.7b).
This competition between the two components is likely the cause of the apparent stiffness
of the a axis. In contrast, the square-planar Ni(CN)2 is significantly stiffer, B0 = 1050
kbar, perhaps due to the planarity of the structure and linearity of Ni−CN−Ni bonds.307
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Figure 4.8: Relative change in TN as a function of pressure, derived from susceptibility (circles) and neutron
diffraction data (triangles). Error bars related to pressure determination are shown for the neutron data, the
error bars are contained within the symbols for the magnetometry data. The ordering temperatures were
normalised to the ambient pressure ordering temperature, T 0

N = 54 K. b) Selected values for the reciporical
bulk moduli (B0

−1) against Q (dTC

TC

1
dP ) for reported values and Ni(NCS)2 (purple cross, from this work). The

compounds have been grouped by ligand. Tabulated values can be found in the appendix, Table 4.5.

The high pressure variable temperature data show that, despite being a layered structure,
Ni(NCS)2 has near zero thermal expansion along the X3 direction. In comparison, there
is positive thermal expansion along X1 and X2 directions (Fig. 4.4a). Calculating the
thermal expansion coefficients from the published ambient pressure data80 gives values
of α1 = 26(2) MK−1, α2 = 2.1(9) MK−1 and α3 = −5.9(9) MK−1. Here, the principal
axes are defined as X1 = 0.47a + 0.88c, X2 = b and X3 = −0.56a + 0.83c at 100
K. This is rotated slightly in comparison to the high pressure data (whose definitions
are approximately equal to directions given in Table 4.1). X3 at ambient pressure ex-
hibits negative thermal expansion which is uncommon, however, it can be observed in
other anisotropic molecular framework compounds.308,309 These values are comparable to
those seen at 6.7 kbar, but the within-layer expansion has decreased. This behaviour is
not uncommon in layered molecular frameworks and likely reflects the stiffening of the
transverse out-of-plane vibrations.308 Since the ambient pressure structure was measured
between 1 and 100 K, and the high pressure data were measured between 20 and 298
K, direct comparison of the coefficients should be done cautiously. Future investigations
would be needed for detailed quantitative comparisons.

The most significant change observed on compressing Ni(NCS)2 is the marked increase
in magnetic ordering temperature, Q = +2.3 % kbar−1. This increase is large com-
pared to other nickel molecular frameworks, such as Ni(dca)2 (Q = +0.4 % kbar−1),294

NH4Ni(HCOO)3 (Q = +0.2 % kbar−1)310 and NiCl2(pym)2, pym = pyrimidine, (Q =
+1.3 % kbar−1.311 The increase of ordering temperatures in these compounds results from
both changes in exchange interactions, including the increase in strength of interactions
and reduction of frustrating interactions, and the single-ion anisotropy. The DFT calcula-
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tions suggest this compound is not magnetically frustrated, and so the general anticipated
enhancement of exchange will be largely reinforcing. The significant uncertainties in the
DFT-derived superexchange parameters suggest that higher level calculations, incorpo-
rating single-ion anisotropy and higher-order exchange interactions, might be necessary
for complete understanding of the underlying magnetic Hamiltonian. The interlayer J3

pathway, through Ni−S· · ·S−Ni, decreases in distance significantly, and is likely this is
the limiting factor in the high pressure ordering temperature.

There is no evidence of changes in spin orientation with pressure in Ni(NCS)2 up to 6.7
kbar. This is consistent with the behaviour of other vdW metal halides, including NiI2,
CoI2

303 and FeCl2.312 This is perhaps due to strong easy-axis single-ion anisotropy in this
material.261,313

This shift towards a three-dimensional exchange network can be seen in the critical ex-
ponent of the temperature dependence of the staggered magnetic moment. A power law
fit (Eqn. 4.1) of the Rietveld-refined magnetic moment as a function of temperature at 3
and 4.5 kbar (Fig. 4.6b) gave critical exponents of β = 0.36(6) and 0.33(5), comparable
to the three-dimensional Heisenberg results (β = 0.367). Whereas, fitting Eqn. 4.1 to
the published ambient pressure data80 gave β = 0.25(4) and TN = 60.3(6) K. The high
pressure values are consistent with those of three-dimensional molecular framework mag-
nets, e.g. Mn(dca)2(pyz) (pyz = pyrazine) where β = 0.38,314 compared to the ambient
pressure exponent which is closer to that of other vdW magnets, such as NiCl2 where
β = 0.27221 and FeCl2 where β = 0.29.222

4.7 Conclusion

The effect of pressure on the structure and magnetism of the vdW framework Ni(NCS)2

has been studied. X-ray and neutron powder diffraction data reveal strongly anisotropic
strain with the interlayer direction being an order of magnitude more compressible than
the a direction. Low temperature neutron diffraction measurements combined with sus-
ceptibility data show there is a significant increase in the magnetic ordering temperature
with pressure, driven by the reduction of the interlayer separation.

This work has demonstrated the use of a thiocyanate framework as a source of flexibil-
ity to enhance the changes in the magnetic properties of a vdW material. It suggests
that further molecular framework magnets hold potential to show marked responses to
compression. Following this work, it could also be rewarding to explore the response of
monolayer Ni(NCS)2 under pressure to observe if more drastic changes to the magnetic
structure can be obtained for a few-layer molecular framework.

99



4.8 Experimental

4.8.1 Synthesis of Ni(NCS)2

The synthesis of the powder samples of Ni(NCS)2 was carried out following the reported
synthetic method of Bassey et al.80 A typical synthesis (quantities as for the neutron
sample) is described below.

NiSO4 · 6H2O (16.56 g, 63 mmol) was dissolved in deionised H2O (50 mL), giving a clear
green solution. An aqueous solution of Ba(SCN)2 · 3H2O (19.37 g, 63 mmol, 120 mL) was
added, with the rapid formation of a white precipitate and a green solution. The reaction
mixture was stirred at room temperature overnight and the precipitate was removed by
centrifugation and filtering under reduced pressure. The solution was removed in vacuo,
giving a green-brown microcrystalline powder of Ni(NCS)2. The compound is stable to
humidity in the investigated conditions.

4.8.2 Magnetic Measurements

Measurements of the magnetic susceptibility were carried out by Dr David Jarvis (Univer-
sity of Cambridge), Dr Cheng Liu (University of Cambridge), Dr Siddharth Saxena (Uni-
versity of Cambridge) and Dr Matthew Cliffe (University of Nottingham) on a pelletised
powder sample of Ni(NCS)2 using a Quantum Design Magnetic Property Measurements
System (MPMS) 3 Superconducting Quantum Interference Device (SQUID) magnetome-
ter with moment measurements carried out in direct current (DC) mode. The measured
data were collected at pressures of 1.2, 3.8, 5.2, 8.4 kbar. The zero-field-cooled (ZFC)
susceptibility was measured in an applied field of 0.01 T over the temperature range
2 to 300 K. The pressure was applied using a BeCu piston cylinder pressure cell from
CamCool Research Limited, with a Daphne 7373 oil pressure medium. A small piece of
Pb was included in the sample space to act as a pressure gauge.62 As M(H) is linear in
this field regime, the small-field approximation for the susceptibility, χ(T ) ≃ M

H
, where

M is the magnetisation and H is the magnetic field intensity, was taken to be valid.
Isothermal magnetisation measurements were carried out on the same sample at 10 K
over the field range −7 to +7 T for each pressure point.

4.8.3 DFT

Density functional theory calculations were performed by Dr Sanliang Ling (University
of Nottingham) to probe the structures and energetics of spin order of Ni(NCS)2. Spin-

100



polarized DFT+U method (with Grimme’s D3 van der Waals correction271) was employed
in structural optimisations and energy calculations, using the Vienna Ab initio Simula-
tion Package (VASP)272. In the DFT+U calculations, a U value of 5.1 eV was used for
the d-electrons of Ni2+ cations,273,274 and a range of ferromagnetic and antiferromagnetic
spin solutions were considered for magnetic Ni2+ cations (see Table 4.4). A plane-wave
basis set was used with a kinetic energy cutoff of 520 eV to expand the wavefunctions.
The Perdew-Burke-Ernzerhof functional275 in combination with the projector augmented
wave method276,277 were used to solve the Kohn-Sham equations. An energy convergence
threshold of 10−6 eV was used for electronic energy minimisation calculations, and the
structural optimisations, including cell parameters and atomic positions, were considered
converged if all interatomic forces fall below 0.01 eV/Å. All DFT calculations have been
performed in the primitive cell (2 formula units per cell) using a k-grid with a k-points
spacing of around 0.1 Å−1. To improve the accuracy of the three nearest neighbour mag-
netic interactions determined from DFT calculations at different pressures, single point
DFT energy calculations were additionally performed of the various spin configurations
at the optimised structures with a higher planewave cutoff energy of 800 eV. It is noted
that the relative energy difference between several spin configurations in the DFT calcu-
lations can be less than 1 meV/metal (depending on pressure), which is close to the DFT
accuracy that can be achieve with the current computational settings.

4.8.4 Synchrotron diffraction measurements

X-ray powder diffraction experiments were performed at beamline I15 at the Diamond
Light Source, UK, by Jem Pitcairn (University of Nottingham), Emily Myatt (University
of Nottingham), Sebastian Hallweger (Technical University of Munich), Silva Kronawitter
(Technical University of Munich), Dr Matthew Cliffe (University of Nottingham) and Dr
Gregor Kieslich (Technical University of Munich). A wavelength of λ = 0.4246 Å was
used, applying a custom-made high pressure powder X-ray diffraction setup suitable for
measurements up to 4 kbar.58 A powder sample of Ni(NCS)2 was filled into a soft plas-
tic capillary together with silicone oil AP-100 as non-penetrating pressure transmitting
medium to maintain hydrostatic conditions. The capillaries were sealed with Araldyte-
2014-1. The capillary was loaded into, and in direct contact with, the sample chamber
consisting of a metal block filled with water. The water acts as a pressure transmitting
medium, controlled with a hydraulic gauge pump.

Constant wavelength powder X-ray diffraction data were collected at room temperature
in the pressure range 0.001 to 4 kbar with a step of 0.2 kbar and an estimated error of
±0.0030 bar. The data were processed by myself using DAWN315 with a LaB6 calibration.
Rietveld refinements of the nuclear model were completed by myself using the FullProf
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program37 and strain analysis carried out using PASCal.64

4.8.5 Neutron Diffraction Measurements

4.8.5.1 High resolution measurements (D2b)

Constant wavelength neutron powder diffraction data were collected on the high-
resolution D2b diffractometer316 at the Institut Laue-Langevin (ILL) by Dr Laura
Cañadillas Delgado (ILL), Dr Oscar Fabelo (ILL), Dr Matthew Cliffe, Dr Andrew Cairns
(Imperial College London) and myself. The incident wavelength was λ = 1.59 Å and
the scattering was measured over an angular range of 10 < 2θ < 160°. The sample
was loaded in an aluminium holder and placed within an aluminium gas pressure cell
with helium used as a pressure transmitting medium. Diffraction data were collected
at room temperature with applied pressures of 1.7, 3.4, 5.1 and 6.7 kbar, with an
estimated error of ±0.5 kbar. Further diffraction data were collected at a pressure of 6.7
kbar at temperatures of 20, 40 and 180 K. The pressure was set at room temperature,
then the system was cooled for the low temperature data. The cell was operated with
a gas compressor to regulate the pressure as the temperature was lowered and ensure
maintenance of constant pressure. A heater inside the gas capillary ensured the helium
was gaseous at low temperatures. NOMAD software225 from the ILL was used for
data collection. Refinements of the nuclear models were completed using the FullProf
program.37

4.8.5.2 High intensity measurements (D1b)

Constant wavelength powder neutron diffraction data were collected on the high-intensity
medium resolution D1b diffractometer270 at the ILL by Dr Laura Cañadillas Delgado, Dr
Oscar Fabelo, Dr Matthew Cliffe, Dr Andrew Cairns and myself. The incident wavelength
was λ = 2.52 Å and the scattering was measured over an angular range of 2 < 2θ < 128°.
The sample was loaded in an aluminium holder and placed within an aluminium gas pres-
sure cell with helium used as a pressure transmitting medium. Diffraction data were
collected at room temperature with applied pressures of 3, 4.5 and 6.7 kbar, with an
estimated error of ±0.5 kbar. A thermal diffractogram was collected at 3 kbar, heated
with a programmed ramp of 0.05 K min−1 between 34 and 65 K. A second thermal
diffractogram was collected at 4.5 kbar, heated with a programmed ramp of 0.07 K
min−1 between 44 and 60 K. At a pressure of 6.7 kbar, data were collected at a constant
temperature of 20 K. The pressure was set at room temperature, then the system was
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cooled for the low temperature data. The cell was operated with a gas compressor to
regulate the pressure as the temperature was lowered and ensure maintenance of constant
pressure. A heater inside the gas capillary ensured the helium was gaseous at low tem-
peratures. NOMAD software225 from the ILL was used for data collection. Refinements
of the nuclear and magnetic model were completed using the FullProf program.37

4.9 Appendix

Figure 4.9: X-ray diffraction patterns (I15, Diamond) between 0.001 and 4 kbar with 0.2 kbar intervals.
Evolution of the selected Bragg reflection are shown for b) the (001) plane and c) the (002) plane.

Table 4.2: Summary of the pressure dependence of the Néel temperature (TN) determined from the magnetisa-
tion data, the change in TN relative to the ambient T 0

N = 54 K and the change in the maximum susceptibility
relative to 1.2 kbar

P (kbar) TN (K) TN/T 0
N ∆rel.χ

1.2(1) 60.3(2) 1.11 0.0
3.8(1) 61.9(2) 1.15 −0.21
5.2(1) 62.8(2) 1.17 −0.24
8.4(1) 64.6(4) 1.19 −0.28
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Table 4.3: Spin configurations considered for DFT calculations, with antiferromagnetic (−), ferromagnetic (+)
interactions, and 0 where the interactions are compensated, for the the three nearest neighbour interactions

Model J1 J2 J3

FM + + +
AFM1 + + −
AFM2 + − +
AFM3 + − −
AFM4 − 0 −
AFM5 − 0 +

Table 4.4: Relative enthalpies, H of the high pressure structures of Ni(NCS)2 considering the ferromagnetic
and several antiferromagnetic spin state between ambient and 100.0 kbar

Model ∆H ambient ∆H 5 kbar ∆H 10 kbar ∆H 20 kbar ∆H 50 kbar ∆H 100 kbar
(meV/Ni) (meV/Ni) (meV/Ni) (meV/Ni) (meV/Ni) (meV/Ni)

FM 0.0 0.0 0.0 0.0 0.0 0.0
AFM1 −1.81 −1.87 −2.35 −3.06 −4.51 +14.36
AFM2 +0.32 +0.37 −0.83 −1.18 −2.46 −16.09
AFM3 +0.86 +1.19 +0.39 +1.35 +1.99 −3.43
AFM4 +7.13 +6.78 +6.57 +6.47 +6.68 −27.34
AFM5 +6.85 +6.76 +6.75 +6.50 +7.08 −27.28

Figure 4.10: Comparison of the principal axes at ambient pressure (green arrows) and at 4 kbar (orange
arrows). At ambient pressure and 100 K: X1 = 0.47a + 0.88c, X2 = b and X3 = −0.56a + 0.83c. At 4 kbar
and 298 K: X1 = 0.99a + 0.141c, X2 = b and X3 = 0.124a + 0.992c.
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Table 4.5: Selected values of bulk moduli (B0) and magnetic pressure responsiveness, Q = dTc

Tc

1
dP , with the

maximum pressure measured (Pmax(Tc)) and the value of the ordering temperature at the maximum pressure
(Tc max) relative to the ambient pressure ordering temperature (Tc 0). DA = dimethyl ammonium, dca =
dicyanamide (N(CSN) –

2 ), pym = pyrimidine

Compound Pmax(Tc) (kbar)
Tc 0

(K) Tc max (K)
B0

(kbar)
Q / %
kbar−1 Ligand

Ni(NCS)2 8.4 54 64.6(4) 170(2) 2.3 NCS
NiI2 190 75 310282 277303 1.6 halide
CrBr3 8.4 33 30.50317 230317 -0.9 halide
FeCl2 4 23 23.11312 290289 0.1 halide
FeCl2 420 23 274287 353289 2.6 halide
CrSiTe3 78 32.8 138318 370319 4.1 SiTe3

FePS3 200 118 133278 611280 0.1 PS3

Ni(dca)2 17 21 22.6294 360305 0.4 dca
Co(dca)2 10 8 8.45294 131.5320 0.6 dca
NH4Ni(HCOO)3 10 29.1 29.71310 263321 0.2 formate
DAMn(HCOO)3 10 8.5 9.2310 390321 0.8 formate
Fe(pym)Cl2 7.5 6.5 7.5310 150321 2.1 pym
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Chapter 5

Modulated phase transitions and
magnetic properties of the solid
solutions
[CH3NH3]CoxNi1−x(HCOO)3

5.1 Summary

• Solid solutions of the methylammoniummetal formates, [CH3NH3]CoxNi1−x(HCOO)3

x = 0.25, 0.50, 0.75, have been synthesised, obtaining single crystals suitable for
neutron studies.

• Susceptibility measurements showed that all of the compounds magnetically order
with ordering temperatures on a linear continuum between the cobalt and nickel
end-members.

• Single crystal Laue neutron diffraction measurements show [CH3NH3]Co0.75Ni0.25(HCOO)3

and [CH3NH3]Co0.25Ni0.75(HCOO)3 follow similar phase transitions to their respec-
tive parent compounds.

• The series of phase transitions of [CH3NH3]Co0.50Ni0.50(HCOO)3 were followed
through monochromatic neutron diffraction experiments. Two modulated phase
transitions are observed, before a modulated magnetic phase is obtained below the
magnetic ordering temperature.
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5.2 Introduction

The fundamental concepts of diffraction rely on the crystal exhibiting a three-dimensional
periodicity, driven by translational symmetry. However, this translational symmetry
is broken in modulated crystals. A structure is modulated where the average trans-
lational symmetry is disrupted by the introduction of an additional periodic function.
The modulation can describe the atomic displacements or occupactions (for structural
modulations),322 where the periodicity of the modulations are larger than that of the av-
erage structure. If the modulation periodicity can be described by a simple fraction, the
structure is categorised as a commensurately modulated compound. If an irrational value
is necessary, the compound is said to adopt an incommensurately modulated structure.

The primary indicator of modulated phases are their satellite reflections, reflections that
cannot be indexed by a three-dimensional space group and are positioned around the
main Bragg reflection at specific d-spacings. From the satellite reflections, the modulation
periodicity, described by the wavevector q, can be calculated. The driving force behind
the modulated phases lie in unresolved frustration in the system. Explored examples
of mechanisms which have induced modulated compounds include hydrogen bonding,18

Jahn-Teller distortions323 and inter/intra-molecular steric constraints.324 In each case, the
competing interactions result in the loss of translational symmetry between average unit
cells.

Reports of molecular frameworks which exhibit incommensurately modulated phases are
limited. Two compounds which have reported structures describing phase transitions to
incommensurately modulated structures fall under the same family of molecular frame-
work, methylammonium metal formates, [CH3NH3]M(HCOO)3, M = Co and Ni.18,194

Although isomorphous at ambient temperature, the series of temperature-induced phase
transitions exhibited by the two compounds are not equivalent (Fig. 5.1).

At ambient temperature [CH3NH3]M(HCOO)3, M = Co and Ni, crystallise in the or-
thorhombic space group Pnma.325 On cooling, [CH3NH3]Co(HCOO)3 experiences its first
phase transition at approximately 128 K to the superspace group Pnma(00γ)0s0.18 In
this phase, there is a modulated unit cell, with the wavevector q = 0.1430(2)c*, describ-
ing a modulation length c/q = 8.26/0.1430 = 57.76 Å, 6.99 times that of the average c
axis. At 96 K, a second transition is observed where there is a change in the wavevector q
= 0.1247(2)c*, however the symmetry of the crystal remains the same, Pnma(00γ)0s0.
In this phase, the modulation length is approximately 65.46 Å, 7.92 times larger than
the average unit cell. For both the modulated phases, the atom displacement occurs
predominately along the b axis, with the amplitude displacements larger for the sec-
ond modulated phase. Below 78 K a fourth phase is obtained, a twinned, non-modulated
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Figure 5.1: The temperature dependent phase evolution for a single crystal of [CH3NH3]Co(HCOO)3 and
[CH3NH3]Ni(HCOO)3 from 2 to 150 K. Above 150 K to ambient temperature, there are no further phase
transitions observed. The lowest temperature transitions for each metal (blue) indicate the magnetic phase.

monoclinic structure with P21/n symmetry.326 The onset of long-range magnetic ordering
with weak ferromagnetic behaviour is observed at 16 K, with the ferromagnetic compo-
nent along the c axis (Fig. 5.2).163,327,328 In the single crystal study, only the monoclinic
P2′

1/n′ magnetic structure is observed,18 however, with powder neutron diffraction data
a combination of P2′

1/n′ and Pn′ma′ magnetic phases are reported.326
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Figure 5.2: The magnetic structures for [CH3NH3]M(HCOO)3. Both compounds magnetically order with
weak ferromagnetic interactions. The nearest neighbour interactions are shown with purple lines. a)
[CH3NH3]Co(HCOO)3 in the non-modulated, monoclinic P2′

1/n′ magnetic space group, measured at 2 K.326

b) The average magnetic structure of [CH3NH3]Ni(HCOO)3 ordering in the incommensurately modulated
Pn′ma′(00γ)0s0 magnetic superspace group, measured at 5 K.194 The position of the atoms modulate, dis-
placed predominately along the b axis, and the direction of the magnetic moments modulate with oscillations
in the ac plane.

In comparison, the nickel analogue remains in the non-modulated Pnma space group
on cooling until 84 K.194 Below this temperature, it adopts the superspace group
Pnma(00γ)0s0 with q = 0.1426(2)c*. [CH3NH3]Ni(HCOO)3 remains in this incommen-
surately modulated phase until the onset of long-range magnetic ordering at 34 K,163

where the compound orders in the magnetic superspace group Pn′ma′(00γ)0s0. Here,
the phase is described as a proper incommensurate magnetic structure, as the magnetic
structure contains magnetic modes which modulate the moment. Consequently, in
this phase there is the coexistence of an incommensurately modulated nuclear and
magnetic structure. The moments are orientated primarily along the c axis, with
an uncompensated contribution in the b direction (Fig. 5.2). The modulation of the
moments occurs as librations in the ac plane.

The stimulus driving the modulated phase transitions for both the formate compounds is
the hydrogen bond network between the NH3 hydrogens of the methylammonium cations
and the oxygens of the formate ligands. In the ambient temperature phase, two of the
hydrogens participate in hydrogen bond interactions, whilst the third is too far in prox-
imity to interact with the neighbouring oxygens (Fig. 5.3a). In the low temperature
P21/n phase, adopted by [CH3NH3]Co(HCOO)3, a third permanent hydrogen bond is
present (Fig. 5.3b dark blue dotted line). The methylammonium cation, which is posi-
tioned along a mirror plane in the orthorhombic phase, rotates in the monoclinic phase
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breaking the symmetry element. H1 (atom labels as in Fig. 5.3d), which was originally
equidistance to O3a and O3b, is now closer to one of the oxygens, establishing a hydrogen
bond interaction. In the modulated phases, H1 is close enough in distance to interact
with the oxygens of the formate ligand. However, there are two competing hydrogen
bond acceptors (O3a and O3b, Fig. 5.3c light and dark blue dotted lines), equidistance
from H1 in the average structure. This frustration distorts the structure and results in
the modulated displacement of all the atoms. As a consequence, at a given point in the
structure O3a will be closer in distance to H1, yet, in other areas along the modulation
the N−H· · ·O3b distance will be shorter.

Figure 5.3: Schematic of the possible hydrogen bonds in [CH3NH3]M(HCOO)3 M = Co, Ni. a) For the non-
modulated Pnma phase at ambient temperature.194 b) The low temperature, non-modulated P21/n phase
obtained for M = Co below T = 78 K.326 c) The average structure of the incommensurately modulated phases
Pnma(00γ)0s0. The permenant hydrogen bond interactions are shown with green dotted lines throughout.
Blue dotted lines indicate the permenant hydrogen bond interaction in b) and the two possible interactions
in c). d) Zoom of the hydrogen bond interactions in the modulated phase, viewed along the a axis, subfigure
adapted from ref.18 Metal = purple, O = red, C= black, N= blue, H = pale pink.
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To explore the possibility of tuning the phase transitions and magnetic properties of these
formate compounds, solid solutions have been synthesised from the methylammonium
metal formates, [CH3NH3]CoxNi1−x(HCOO)3, x = 0.25 (Co25Ni75), x = 0.50 (Co50Ni50)
and x = 0.75 (Co75Ni25). Their temperature dependent phase transitions have been
followed using single crystal Laue and monochromatic neutron diffraction. In addition,
their magnetic properties have been characterised with magnetisation data and low tem-
perature neutron diffraction measurements. The low temperature nuclear and magnetic
structures for Co50Ni50 from neutron diffraction data were integrated and solved by Dr
Laura Cañadillas Delgado.

5.3 Results

5.3.1 Synthesis and ambient structure

I synthesised the methylammonium formate solid solutions under solvothermal conditions
from aqueous solutions of NiCl2 · 6H2O, CoCl2 · 6H2O, CH3NH3Cl and NaHCOO in stoi-
chiometric quantities following the method previously reported.101,326 The solutions were
heated at 413 K (140 °C) for 72 h before cooling, within the sealed autoclave, to room
temperature. This yielded mm3 sized crystals of Co75Ni25 (dark red), Co50Ni50 (dark
green) and Co25Ni75 (dark green).

Figure 5.4: Single crystals of the solid solutions, viewed under a microscope. From left to right: Co75Ni25,
Co50Ni50 and Co25Ni75.
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Figure 5.5: The connectivity of the metal-formate framework for Co50Ni50 measured with the D9 diffractome-
ter (ILL) at ambient temperature. Co75Ni25 and Co25Ni75 are isostructural. The ellipsoids are shown with
50 % probability and the hydrogen atoms have been removed for clarity. At ambient temperature OXa and
OXb, X = 1, 2, 3 are equivalent by symmetry. Metal = purple, O = red, C = black, N = blue.

From single crystal X-ray diffraction I found that the compounds are isostructural
to the end-member methylammonium formate compounds [CH3NH3]Co(HCOO)3 and
[CH3NH3]Ni(HCOO)3.163,325 At ambient temperature, they crystallise in the orthorhom-
bic space group Pnma. Each metal site (Wyckoff site 4b) is octahedrally coordinated
and are bridged by formate anions in the anti-anti coordination mode resulting in
a three-dimensional framework (Fig. 5.5). The carbon and nitrogen atoms of the
methylammonium cations are positioned at (x, 0.25, z) and (x, 0.75, z), within the
voids of the framework.

It is possible that there is site ordering of the metals. However, as cobalt and nickel have
similar electron densities, it is difficult to definitively distinguish between them using an
X-ray source. Therefore, to gain clearer information on the metal site orderings and the
cobalt and nickel ratio in each crystal, neutron diffraction measurements were carried out
using the D9 diffractometer (Institut Laue Langevin, ILL). Room temperature diffraction
data were collected for a single crystal of Co75Ni25 (1.5×1.5×1 mm3), Co50Ni50 (3×2×2
mm3) and Co25Ni75 (2 × 1.5 × 1.5 mm3). The cobalt and nickel occupations were refined
and were constrained such that the overall site occupancy was 1 and that the site positions
and anisotropic displacement parameters were refined to equivalent values.

The neutron diffraction data suggests that the metal ordering is random. The symmetry
for the solid solutions are the same as for the end members, Pnma, with no supperlattice
reflections observed or reflections corresponding to systematic abscences in the Pnma
space group. These measurements were also ideal to determine the metal content for
each crystal. For Co75Ni25 the refined metal ratio is 0.759(18) : 0.241(18) (Co : Ni).
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The Co50Ni50 crystal has a measured ratio of 0.526(6) : 0.474(6) (Co : Ni), and for
Co25Ni75 the metal content is 0.296(9) : 0.704(9) (Co : Ni). These values are close,
although not always within error, of the stoichiometric quantities of metal chlorides used
in the synthesis, suggesting that the compounds form with the expected proportions of
the metals added.

By inspection under a microscope, it was observed that some of the Co50Ni50 crystals
were in fact not uniformly dark green in colour. The crystals had regions of green and
pink, arranged in stripes or concentric arcs (Fig. 5.4, centre image). The colouring might
suggest that there is a strong local narcissistic ordering preference of the metals within
the crystals. It is also possible the colouring is arising from fringes in the polarised light
used in the microscope. Diffraction measurements consider the average structure, so it
is not the ideal technique to explore this. However, if the crystals are biphasic, it should
be detectable in the magnetometry measurements.

5.3.2 Magnetometry

Having confirmed I had synthesised solid solutions of the formate frameworks, I next
looked at the bulk magnetic properties of the compounds. Field-cooled and zero-field-
cooled susceptibility measurements were carried out on microcrystalline samples. The
extent of field induced magnetisation was also explored at 2 K between −5.00(1) and
5.00(1) T.

As Co75Ni25 is cooled, the field-cooled and zero-field-cooled susceptibilities split at the
ordering temperature, TC = 19.7(5) K (Fig. 5.6a). The high-temperature Curie constant,
C, was extracted from the value of χT at 300 K (Fig. 5.7a). C = 2.625(1) emu K mol−1,
which is greater than the spin only value for the average magnetic site Cspin only = 1.66
emu K mol−1 (approximating CCo75Ni25 = 0.75 × CCo + 0.25 × CNi, Fig. 5.7a). Similarly,
the effective moment, µeff. = 4.578(2) µB, is larger than the spin only value 3.61 µB. The
Curie-Weiss temperature, obtained from a high temperature fit of the data 150 < T <

300 K, is θCW = −43.6(5) K (Fig. 5.7d). Both Ni2+ and Co2+ ions have large orbital
contributions to the magnetic moment, meaning that in all these formate compounds
θCW varied greatly with the temperature range used to perform the fit.

The isothermal magnetisation measurements for Co75Ni25 show that as the field is
increased, hysteresis is observed up to 3.04(1) T, where the magnetisation M =
0.219(1) µB per metal (Fig. 5.8a). The remnant magnetisation is Mrem. = 0.045(3) µB

per metal, and the hysteresis has a coercive field of HC = 0.45(1) T. At the largest field
measured, 5.00(1) T, the magnetisation reaches M5 T = 0.337(2) µB per metal, with no
signs of a plateau. The degree of saturation is M5 T/Msat. = 0.245, where the saturation
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Figure 5.6: The field-cooled (FC, closed circles) and zero-field-cooled (ZFC, open circles) susceptibilities for
a) Co75Ni25, b) Co50Ni50 and c) Co25Ni75. The derivative of the susceptibility for d) Co75Ni25, e) Co50Ni50
and f) Co25Ni75.

Figure 5.7: Plots of the of the variable temperature magnetic susceptibility product, with the high temperature
spin only Curie value, Cspin only indicated with a dashed line. a) Co75Ni25 (Cspin only = 1.66 emu K mol−1),
b) Co50Ni50, Cspin only = 1.44 emu K mol−1 and c) Co25Ni75, Cspin only = 1.21 emu K mol−1. The inverse
magnetic suscpetibilities, with a Curie-Weiss fit (solid black line) for the temperature range 150 < T < 300
K. d) Co75Ni25, θCW = −43.6(5) K, e) Co50Ni50, θCW = −56.3(1) K and f) Co25Ni75, θCW = −70.8(7) K.
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Figure 5.8: Isothermal magnetisation measurements for a) Co75Ni25, b) Co50Ni50 and c) Co25Ni75, measured
at 2 K between −5.00(1) and 5.00(1) T.

value Msat. = 1.375 µB per metal.

For Co50Ni50, the field-cooled and zero-field-cooled susceptibilities diverge at the ordering
temperature, TC = 22.5(7) K (Fig. 5.6b). C = 2.461(1) emu K mol−1, which is signif-
icantly higher than the spin only value Cspin only = 1.44 emu K mol−1 (Fig. 5.7b). The
effective magnetic moment µeff. = 4.436(2) µB compared to µspin only = 3.35 µB. Fitting
the inverse susceptibility to the Curie-Wiess Law, θCW = −56.3(1) K (150 < T < 300
K, Fig. 5.7e).

Hysteresis is observed in the magnetisation data of Co50Ni50, which closes at 5.0(2)
T (Fig. 5.8b). The remnant magnetisation is Mrem. = 0.027(1) µB per metal, with
a coercive field of HC = 0.30(1) T. The largest magnetisation measured is M5 T =
0.218(1) µB per metal, which is lower than the saturation value Msat. = 1.25 µB per
metal (M5 T/Msat. = 0.175).

The susceptibility data for Co25Ni75 indicate an ordering temperature TC = 28.5(5) K
(Fig. 5.6c, f). C = 1.936(4) emu K mol−1, which is larger than the spin only value
Cspin only = 1.21 emu K mol−1 (Fig. 5.7c). From the plot of χT , the effective moment
is calculated to be 3.936(2) µB in comparison to µspin only = 3.09 µB. The Curie-Weiss
temperature θCW = −70.8(7) K (150 < T < 300 K, Fig. 5.7f).

The isothermal data, show hysteresis at all magnetic fields measured for Co25Ni75

(Fig. 5.8c). It exhibits a remnant magnetisation Mrem. = 0.015(1) µB per metal and
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a coercive field of HC = 0.15(1) T. The magnetisation does not reach saturation,
Msat. = 1.125(1) µB per metal, with M5 T = 0.158(1) µB per metal at 5.00(1) T
(M5 T/Msat. = 0.140).

For all three compounds, the combination of a negative θCW and hysteresis in the isother-
mal data suggest weak ferromagnetic behaviour, in agreement with the magnetic ordering
of the parent compounds. If the crystals were biphasic, rather than true solid solutions, it
would be expected that there are two ordering temperatures observed in the magnetom-
etry data, one for [CH3NH3]Co(HCOO)3 (TC = 16 K) and one for [CH3NH3]Ni(HCOO)3

(TC = 34 K). For the samples measured, essentially one ordering temperature is observed
which incrementally increases between the Co and Ni ordering temperatures, dependent
on the metal ratios used in the synthesis. This would support the X-ray and neutron
diffraction data that there is no metal site ordering and the distribution of Co and Ni is
random within the samples.

5.3.3 Temperature dependent structural evolutions

After collecting information of the bulk magnetic properties, I next looked to observe the
temperature dependence of the nuclear structure. Single crystal Laue neutron diffraction
was carried out for Co75Ni25, Co50Ni50 and Co25Ni75 with a wavelength range of 0.8−3.0
Å. The same crystals used to calculate the metal ratios were used for these measurements.
The samples were heated between 10 and 120 K and the diffractograms were collected
with a 3 K range per image. As only one diffractogram was obtained per temperature
point (the crystal was not rotated), the reflections could not be integrated to determine
the structures. However, approximate unit cells and orientation matrices could be used
to calculated expected diffraction patterns, which were compared to the diffractograms
to estimate the q vectors.

Cooling from 120 K, the diffraction pattern for Co75Ni25 remains unchanged in the non-
modulated Pnma space group until 98(3) K where the emergence of satellite peaks can
be observed (Fig. 5.9a, b). At 98(3) K, the main Bragg reflections match a calculated
diffraction pattern for the Pnma space group and the satellite peaks have a q vector of
0.135(5)c*, which continually decreases to q = 0.125(5)c* by 58(3) K. From 58(3) K
a slow transition occurs over five diffractograms (approximately a 14(3) K temperature
range, Fig. 5.9c). During the transition, the reflections reduce in intensity and are dis-
tributed over a larger pixel area. By 44(3) K, the reflections are again sharp intensities.
The reflections no longer have satellite peaks, suggesting this is a non-modulated struc-
ture, and twinning can be observed by the appearance of a second Bragg reflection close
in proximity to the main reflection (Fig. 5.9d). The reflections fit the monoclinic space
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group P21/n, with the presence of calculated Bragg reflections, such as 320 present in the
twinned low temperature phase, which is a systematic absence for the Pnma space group
(Fig. 5.9d, orange oval). At 18(3) K, certain reflections increase in intensity (Fig. 5.9d,
purple arrow), indicating the onset of long-range magnetic ordering, which is in agree-
ment with the ordering temperature determined by the magnetometry measurements
(TC = 19.7(5) K). Since the magnetic reflections only appear as additional intensity to
nuclear reflections, it likely has a propagation vector of k = (0, 0, 0).

When cooling, the Co50Ni50 crystal remains in a non-modulated Pnma phase until 96(3)
K, at which temperature satellite reflections appear and the main reflection reduces in
intensity (Fig. 5.10b). The reflections can be modelled by the Pnma space group, with q =
0.140(5)c*. A sharp phase transition can be observed at 59(3) with a change in distance
between the main and satellite reflections as well as the appearance of additional satellite
reflections, which increase in intensity down to 33(3) K (Fig. 5.10c). The reflections can
be matched to the Pnma space group with q = 0.120(5)c*. Below this temperature the
position of the main and satellite reflections do not change further. Additional intensity
to some reflections can be observed below 25(3) K, inline with the ordering temperature
observed from the magnetisation data (TC = 22.5(7) K, Fig. 5.10d). This suggests the
magnetic structure has a propagation vector of k = (0, 0, 0).

For the nickel rich compound, Co25Ni75, the crystal remains in the Pnma space group on
cooling until 85(3) K. At this temperature the satellite reflections are visible (Fig. 5.11b).
The reflections match a calculated diffraction pattern for the Pnma space group with
q = 0.125(5)c*. These reflections remain as the sample is cooled to 10 K, without
observable alteration to the q vector. The magnetic phase transition is unclear, without
obvious additional intensity to any reflections appearing below the magnetic ordering
temperature (TC = 28.5(5) K).

117



Figure 5.9: Laue neutron diffractograms (CYCLOPS, ILL), heating with a ramp of 3 K per image for Co75Ni25.
The insets (in a, b, c and d) show the integrated intensity for the pixels in the box highlighted in pink, following
the 1̄31̄ (Pnma) reflection over the temperature ranges specified below it. The displayed diffractograms were
measured at a) 117 K showing the non-modulated phase. b) At 69 K, showing the modulated phase with weak
satellite reflections visible. c) At 53 K, showing the slow phase transition. d) At 10 K showing the twinned,
non-modulated P21/n phase with the 112 reflection highlighted in pink and a magnetic reflection is indicated
with a purple arrow. An orange oval indicates the 320 reflection. e) A heatmap over the temperature range
10−120 K for the pixel intensities in the pink box. The pink dashed lines indicate the approximate temperature
of the phase transitions (structural and magnetic). f) A superposition of all the integrated intensities from
the insets (a, b, c and d) over the temperature range 10−120 K.
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Figure 5.10: Laue neutron diffractograms (CYCLOPS, ILL), heating with a ramp of 3 K per image for
Co50Ni50. The insets (in a, b, c and d) show the integrated intensity for the pixels in the box highlighted in
pink, following the 031̄ reflection over the temperature ranges specified below it. The displayed diffractograms
were measured at a) 105 K, showing the non-modulated phase. b) At 63 K, showing the first modulated
phase. c) At 33 K showing the second modulated phase. d) At 10 K where a visible magnetic reflection
has been highlighted with a purple arrow. e) A heatmap over the temperature range 10−120 K for the
pixel intensities in the pink box. The pink dashed lines indicate the approximate temperature of the phase
transitions (structural and magnetic). f) A superposition of all the integrated intensities from the insets (a,
b, c and d) over the temperature range 10−120 K.
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Figure 5.11: Laue neutron diffractograms (CYCLOPS, ILL), heating with a ramp of 3 K per image for
Co25Ni75. The insets (in a and b) show the integrated intensity for the pixels in the box highlighted in pink,
following the 141̄ reflection over the temperature ranges specified below it. The displayed diffractograms were
measured at a) 99 K, showing the non-modulated phase. b) At 10 K showing the modulated phase. No
magnetic reflections were visible for these measurements. c) A heatmap over the temperature range 10−100
K for the pixel intensity in the pink box. The pink dashed lines indicate the approximate temperature of the
phase transition (structural, and magnetic obtained from magnetometry data). f) A superposition of all the
integrated intensities from the insets (a and b) over the temperature range 10−100 K.

5.3.4 Monochromatic neutron diffraction

The Laue diffraction data suggest that the cobalt-rich and nickel-rich solid solutions
follow structural phase transitions similar to that of the end-member methylammonium
formates. However, the evolution of the Co50Ni50 structure did not strictly follow the trend
for either the Co or Ni analogue, encouraging a further neutron diffraction experiment to
explain the observed behaviour.

A single crystal neutron diffraction experiment was carried out using the D19 diffrac-
tometer (ILL), using the same crystal which was used for the Laue neutron diffraction
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experiment and for the diffraction measurement to obtain the metal ratios. Data were
collected at 2 K and at 10 K intervals between 30 and 100 K. The orientation matrix
was obtained for each data set to identify the temperature regimes for each phase. As a
result, longer data acquisitions were made at 30 and 70 K. Refinements were carried out
at 2, 30 and 70 K to determine the nuclear and magnetic structures of each phase. For
the following refinements, the previously calculated metal ratio for this crystal was used
(0.526 : 0.474, Co : Ni) and were fixed during the refinements.

At 96(3) K, Co50Ni50 undergoes a phase transition from the non-modulated, orthorhombic
space group, Pnma to a modulated structure. Integration of the data at 70 K found that
the compound adopts the modulated superspace group Pnma(00γ)0s0 with a modulation
vector q = 0.1429(2)c*. Along the a and b axes the unit cell maintains its average
periodicity, however, along the c axis it has a modulation length, c/q = 8.1153/0.1429 =
56.7990(11) Å, almost seven times the length of the average c axis.

Refinements of the amplitude displacements for the atoms show that the site displacement
is largest along the b direction. For the metal site, the displacement is described by a sine
term only (restricted by symmetry, Table 5.1), with a maximum displacement from its
average position of 0.228(3) Å in the b direction (Fig. 5.12a, pink line). The modulation
for each atom was refined independently to find the displacements. The modulation of all
the atoms show similar results, with the b direction experiencing the largest displacement,
on the same order of magnitude as the metal site. As a result of the asynchronous
modulations of the atoms, the bond lengths also modulate. However, these variations
are of two orders of magnitude smaller than the displacements experienced for the atoms.
For example, the maximum distortion for M−O3 = 0.006(3) Å. The [MO6] octahedra
distort such that equivalent oxygens, e.g. the two O1 atoms, are no longer equivalent in a
given unit cell, resulting in O1a and O1b (Fig. 5.13a). However, in the average structure,
the O1 atoms remain equivalent.

The hydrogen bond interactions between the donor N−H methylammonium and acceptor
O atoms vary in distance as the structure modulates. The H2· · ·O2 interactions (atoms
labelled as in Fig. 5.5) have an average distance of 1.806(3) Å (Fig. 5.12c). H1 hydrogen
bonds to O3n, n = a or b, with an average distance of 2.149(3) Å, however the distance

Table 5.1: The amplitude displacements for the sine term of the first order of the harmonics in the Fourier
series of the metal site for Co50Ni50.

70 K 30 K 2 K

x 0.00270(13) −0.00283(19) −0.0024(2)
y −0.02035(19) −0.03220(20) −0.0338(3)
z −0.00010(14) 0.00020(19) 0.0000(2)
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Figure 5.12: A summary of the modulations observed from the refinements of Co50Ni50 measured using the
D19 diffractometer (ILL) at 2 K (blue lines), 30 K (green lines) and 70 K (pink lines). a) The modulation
function of the metal site showing the displacement along y, dy. b) The modulation of the H1· · ·O3 dis-
tances. c) The modulation of the M−O3 bond lengths. d) The modulation for selected atoms (M-site and
methylammonium cations) shown in a supercell 10 times the average unit cell length along the c axis to view
at least one full modulation period. M = purple, C = black, O =red, N = blue, H = pink.

varies between 2.042(3) Å and 2.272(3) Å.

Decreasing in temperature, a second phase transition is observed between 40 and 30 K.
This is slightly lower than the transition that was observed in the Laue diffraction data
(between 59(3) and 44(3) K) where a slow transformation was observed. Potentially this
discrepancy in the transition temperature is as a result of the temperature continually
increasing as a function of time for the Laue diffraction measurements, whereas during
these data collections the sample was allocated time to stabilise at each temperature
point before starting the data collection.

At 30 K, the compound could be indexed by the superspace group Pnma(00γ)0s0, with
a modulation vector, q = 0.1249(2)c*. This describes a modulation length along c
(c/q = 8.1133/0.1249) of 64.9749(14) Å, slightly more than eight times the average c axis
length. The metal site positions modulate with the largest contribution along the b
direction (Table 5.1). This results in a displacement along the b axis from its average
position of 0.373(3) Å (Fig. 5.12a, green line).

The M−O bond lengths show larger distortions from the average value at 30 K
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Figure 5.13: Modulation of the H1· · ·O3 distances (solid lines) for a) 70 K, b) 30 K and c) 2 K. The dashed
lines indicate the average distances. d) The average structure at 30 K, shown with 50 % thermal ellipsoids.
Only the hydrogen atoms bonded to the nitrogen have been shown for clarity, to highlight the hydrogen bond
interactions of H1· · ·O3 (light and dark blue dashed lines). M = purple, C = black, O =red, N = blue, H =
pink.

(Fig. 5.12b). This is particularly significant for M−O1 and M−O3. M−O3 coordinate
to the metal sites along the b direction, with a maximum deviation from the average
bond length of 0.069(3) Å. The M−O1 bonds are located in the ab plane with a
maximum bond length variation of 0.061(3) Å. The difference in maximum bond length
for M−O2 compared to its average value is an order of magnitude smaller, 0.007(3)
Å. The H2· · ·O2 atoms have an average distance of 1.823(3) Å and the H1· · ·O3n
atoms has an average distance of 2.141(3) Å. The H1· · ·O3a and H1· · ·O3b modulations
alternate, resulting in minimum and maximum distances at different points in the
structure (Fig. 5.13b).

On further cooling to 2 K, additional reflections were observed, indicating the onset of
magnetic ordering. The presence of the satellite reflections indicated that the structure
remains in a modulated phase. However, initially it was unclear if the modulation arises
from only the nuclear structure (improper incommensurate magnetic structure) or from
a combination of the nuclear and magnetic structure (proper incommensurate magnetic
structure). Refinements were carried out both where the Fourier components for the
magnetic moments were refined and where the modulations were fixed to zero for the
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Figure 5.14: The magnetic structure of Co50Ni50 at 2 K measured with the D19 diffractometer (ILL). a)
The position of the metal sites (purple spheres) and the magnetic moments (blue arrows), are shown in a
supercell which is 10 times larger than the average unit cell to include at least a full modulation period. b)
The average magnetic unit cell, showing the ordering of the moments without the modulation of the atom
sites. The [M(HCOO)3]– framework is shown as a wireframe (purple lines) and the methylammonium cations
and hydrogen atoms have been removed for clarity. The moments cant, with an uncompensated moment
along the b axis.

moments. With equivalent refinement statistics obtained for the models, and no un-
equivocal evidence of additional intensities in the satellite reflections—only an increase
in intensities of the main reflections—it was concluded the structure adopts an improper
incommensurate magnetic structure.

From indexing the magnetic Bragg reflections, the propagation vector was determined
to be k = (0, 0, 0). It orders with the magnetic superspace group Pn′ma′(00γ)0s0 with
q = 0.1249(2)c*, and a modulation length of 65.0092(14) Å. This model allows for
a weak ferromagnetic arrangement of the moment, in agreement with the susceptibility
data. The moment was fixed to have a magnitude of 2.5 µB, an average of high-spin
Co2+ and Ni2+ moments. Each nearest neighbour, through M−OCO−M superexchange
pathways, has weak ferromagnetic correlations, with canting of the moments along the b
axis at an angle of 137° (0.575(91) µB, Fig. 5.14).

Since the magnetic component of the structure is non-modulated, the orientation and
size of the moment does not change throughout the structure. The nuclear component,
however, remains modulated. The metal site modulates and, accordingly, the position
of the moment is displaced from the average structure, however, the magnitude and
direction of the moments are not varied. The greatest displacement of the atom sites is
along the b axis (Table 5.1), with a maximum displacement of 0.387(6) Å (Fig. 5.12a,
blue line). The average hydrogen bond distances are 1.825(8) Å for H2· · ·O2, the shorter
interaction distance, and 2.145(8) Å for H1· · ·O3 with a maximum deviation from the
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average distance of 0.187(9) Å (Fig. 5.12c).

5.4 Discussion

The three solid solutions of [CH3NH3]CoxNi1−x(HCOO)3, x = 0.75, 0.50 and 0.25, show
intermediate behaviours of their structural evolutions and magnetic properties compared
to their two end members [CH3NH3]Co(HCOO)3 and [CH3NH3]Ni(HCOO)3. Co75Ni25

exhibits structural phase transitions similar to that of the Co analogue, transitioning
through a modulated phase before adopting a twinned non-modualted structure by 44(3)
K. On the other hand, the nickel-rich Co25Ni75 undergoes one non-modulated to modu-
lated phase transition, which remains until 2 K. This behaviour follows the transitions
observed by the Ni analogue. Both the Co75Ni25 and Co25Ni75 compounds show structural
trends resembling the corresponding parent compounds, with the temperature at which

Figure 5.15: Summary of the structural and magnetic temperature dependent phase transitions in single
crystal samples of [CH3NH3]CoxNi1−x(HCOO)3, x = 1, 0.75, 0.50, 0.25 and 0. For the solid solutions,
x = 0.75, 0.50, 0.25, transition temperatures were obtained from Laue diffraction measurements, except
where differences occur with respect to the monochromatic neutron diffraction data for Co50Ni50, in which
case these values were used instead. The magnetic ordering temperatures are obtained from the magnetometry
data, the magnetic phases are shown in blue.
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the phase transitions altered so that they are broadly proportional to the ratio of Co and
Ni in the compound (Fig. 5.15).

The structural behaviour of Co50Ni50 exhibits similarities to both the Co and Ni parent
compounds, yet the series of phase transitions do not follow either compound directly.
The first two phase transitions, between the non-modulated phase and a modulated phase
with q = 0.1429(2)c*, followed by an isomorphous phase transition to a structure with q
= 0.1249(2)c*, resembles that of the Co analogue, although occurring at lower tempera-
tures. In comparison to the Co analogue, which transitions to a twinned, non-modulated,
monoclinic structure that is retained with the onset of magnetic ordering, there is no low
temperature non-modulated phase for Co50Ni50. It magnetically orders in the superspace
group Pn′ma′(00γ)0s0 with q = 0.1249(2)c* and k = (0, 0, 0). The magnetic symme-
try is similar to that of the Ni analogue, although with a smaller modulation vector and
only the nuclear structure which contributes to the modulations, the magnetic ordering
is non-modulated.

Figure 5.16: Summary of the a) H−O bond distances and b) metal displacement for [CH3NH3]Co(HCOO)3
(solid lines), Co50Ni50 (dot-dash lines) and [CH3NH3]Ni(HCOO)3 (dotted lines). The pink lines indicate the
structures with the approximate wavevector, q = 0.142c* and the blue lines for the approximate wavevector
q = 0.124c*. [CH3NH3]Co(HCOO)3 data is plotted for structures obtained at T = 106 K (pink) and T = 86
K (blue), obtained from ref.18 Co50Ni50 data is plotted for T = 70 K (pink), T = 30 and 2 K (blue).
[CH3NH3]Ni(HCOO)3 data is plotted for T = 40 and 5 K (pink), obtained from ref.194

From the low temperature monochromatic neutron diffraction data, it is evident that the
mechanism inducing the modulated phase transitions in Co50Ni50 is the competition of
the hydrogen bonding interactions, akin to its parent compounds. The H2· · ·O2 distance
remains at values close to its average value, with only small deviations of up to ±0.040(4)
Å. H1· · ·O3, which denotes the hydrogen bonding between the formate oxygens along the
b axis, shows alternating distances between H1· · ·O3a and H1· · ·O3b. There are certain
zones in the structure where the H1· · ·O3a atoms have a shorter separation, whereas
at other points, H1· · ·O3b has the shorter contact. This trend is observed at all three
temperatures, driving the modulated phases. Comparing with the parent compounds,
there is no clear trend between the changes in the hydrogen bond distances and either the
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Table 5.2: Amplitude displacements along y of the metal site for [CH3NH3]Co(HCOO)3, Co50Ni50 and
[CH3NH3]Ni(HCOO)3 for different modulation vectors, q

M q y q y

Co 0.1430(2) 0.0229 0.1247(2) 0.0322
Co50Ni50 0.1429(2) 0.02035(19) 0.1249(2) 0.0338(3)
Ni 0.1426(2) 0.02274

Table 5.3: Average bond length comparison for [CH3NH3]Co(HCOO)3 (45 K), Co50Ni50 (2 K) and
[CH3NH3]Ni(HCOO)3 (5 K)

M M−O1 (Å) M−O2 (Å) M−O3 (Å)

Co 2.081(2) 2.121(2) 2.105(2)
Co50Ni50 2.069(3) 2.087(3) 2.075(5)
Ni 2.054(3) 2.068(3) 2.057(6)

modulated structure that is adopted, or the composition of the compound (Fig. 5.16a).

The modulations are triggered by the hydrogen bond competition, however, the changes
in the modulation vector can be observed by the resultant magnitude of displacement
of the atom sites from the average structure. This can be followed through the y am-
plitude displacements of the metal site (Fig. 5.16b). There is a division between dis-
placements observed for the shorter modulation length (q ≈ 0.142c*, pink lines) and
the atom displacements observed for the larger modulation length (q ≈ 0.124c*, blue
lines). This is more quantitatively conveyed in amplitude displacements along y for the
atoms (Table 5.2). At 70 K, at which temperature Co50Ni50 has the modulation vector
q = 0.1429(2)c*, y = 0.02035(19), which is similar to the displacement observed for
the Co, y = 0.0229 (106 K), and Ni analogues, y = 0.02274 (40 K).18,194 The phase
transition to the longer modulation length (q = 0.1249(2)c*) coincides with increasing
amplitude displacements in the metal site: for Co50Ni50 y = 0.0338(3) (2 K), compared
to the Co analogue y = 0.0322(5) (86 K). It is proposed that the Co analogue under-
goes its final structural transition to a monoclinic non-modulated phase as the continual
increases in the amplitude displacements with temperature eventually result in a division
into two non-modulated domains.18 It is possible that the shorter Ni−O bond lengths
limit the atom displacement, preventing larger atomic displacement values from being
reached. The M−O bond distances at 2 K for Co50Ni50 are intermediate of the Co−O
and Ni−O values, as expected for a solid solution (Table 5.3).329,330 It is likely that this
factor aids in dictating and limiting the phases accessible for each compound.
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Figure 5.17: Summary of magnetometry values obtained from susceptibility measurements of
[CH3NH3]CoxNi1−x(HCOO)3 x = 1.0, 0.75, 0.50, 0.25, 0.0. a) The magnetic ordering temperatures,
TC, b) Curie-Weiss temperature, θCW, c) Curie constant, C and d) the effective magnetic moment, µeff..
Values for [CH3NH3]Co(HCOO)3 and [CH3NH3]Ni(HCOO)3 are from their reported values.163

The bulk magnetic properties of Co75Ni25, Co50Ni50 and Co25Ni75 show a continuous
linear trend between the Co and Ni end members. This includes the increase in the
ordering temperature and decrease in Curie constant and effective magnetic moment as
the cobalt content decreases (Fig. 5.17). Cobalt-nickel solid solutions of molecular frame-
works, such as dicyanamides329 and hypophosphites,331 present similar trends, with the
ordering temperatures increasing almost linearly towards the nickel parent compound.
These are rationalised by the strengthening of superexchange interactions as a result of
decreasing bond lengths with increasing nickel content.329 It is plausible that this can
explain the magnetic properties observed for these formate compounds as well, where
the bond lengths for Co50Ni50 follow this trend (Table 5.3) although a lack of structural
data below the ordering temperature for Co75Ni25 and Co25Ni75 prevent full verification of
this. It is possible, however, to observe the strength of the antiferromagnetic correlations
in the isothermal magnetisation measurements. The degree of saturation at 5.00(1) T
(M5 T/Msat.) decreases from 0.24 for Co75Ni25, to 0.17 for Co50Ni50 and 0.14 for Co25Ni75.
The decrease in the extent of saturation suggests that by increasing the nickel content,
the antiferromagnetic correlations are strengthened.
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Figure 5.18: Comparison of Curie-Weiss values for Co75Ni25, Co50Ni50 and Co25Ni75 when using different
temperature ranges for the fits. The starting temperatures are listed in the legend, fitting between these values
and 300 K. The [CH3NH3]Co(HCOO)3 and [CH3NH3]Ni(HCOO)3 values are from ref.163 which make Curie-
Weiss fits between 20 < T < 300 K for [CH3NH3]Co(HCOO)3 and 50 < T < 300 K for [CH3NH3]Ni(HCOO)3.

The potential outlier to the trend in the magnetic properties is the Curie-Weiss temper-
ature (Fig. 5.17b). Although the three values obtained for the solid solutions decrease
(become more negative) with decreasing cobalt content, the Co25Ni75 and Co75Ni25 values
are equal or larger than the values reported for the pure cobalt and nickel analogues. Co2+

experiences first order spin orbit coupling and, in addition, Ni2+ experiences second-order
single ion anisotropy. These effects are temperature dependent and, therefore, will impact
the values obtained when making the Curie-Weiss fits over different temperatures ranges.
To observe the effect the temperature range has on the Curie-Weiss temperature, addi-
tional Curie-Weiss fits were performed using temperature ranges between 50 < T < 300
K and 200 < T < 300 K (Fig. 5.18). It is apparent that these additional contributions
appear to be antagonistic, with θCW, Co75Ni25 increasing (becoming less negative) with
higher starting temperatures, whereas θCW, Co25Ni75 decreases as only the higher temper-
ature data points are fitted. The two effects almost negate each other in the Co50Ni50

compound, which shows nearly no variation in θCW over the temperature regime used
for the fitting. The reported values for [CH3NH3]Co(HCOO)3 and [CH3NH3]Ni(HCOO)3

were fitted using 20 < T < 300 K and 50 < T < 300 K.163 It is possible that at these
temperatures the compounds are not completely in the paramagnetic state (TC = 15.7
K for M = Co and TC = 34 K for M = Ni), which may also distort the Curie-Weiss
values of the two end members. Without using more involved methods to calculate the
Curie-Weiss temperatures which account for these additional effects, and also ensuring
only the paramagnetic temperature regions are modelled, the Curie-Weiss temperatures
for all the compounds should be taken with a degree of discretion. Nevertheless, these
formate solid solutions follow the trend that the strength of the interactions increase with
the nickel content, which is supported by the general negative trend in θCW.
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Co50Ni50 magnetically orders at TC = 22.5(7) K in the magnetic superspace group
Pn′ma′(00γ)0s0 with q = 0.1249(2)c*. The moments show weak ferromagnetic or-
dering, with the uncompensated moment along the b axis. This ordering is broadly
comparable to both the Co and Ni end members, which both show weak ferromagnetic
superexchange with the nearest neighbours. Co50Ni50 orders in the same superspace group
as the Ni analogue, although with a smaller modulation vector, q = 0.1249(2)c*. Unlike
the magnetic structure of the Ni compound, Co50Ni50 adopts an improper incommensu-
rate magnetic structure. It has been reported that by applying a small external magnetic
field, approximately 0.05 T, [CH3NH3]Ni(HCOO)3 undergoes a transition to an improper
incommensurate magnetic phase with collinear moments.332 Perhaps, the weaker superex-
change pathways deriving from coupling of the Co ions, or the modulation of the M−O−C
bond angles, supresses activation of any proper magnetic modulations in the structure.

5.5 Conclusions

Three solid solutions of [CH3NH3]CoxNi1−x(HCOO)3, x = 0.25, 0.50, 0.75, have been
synthesised and their nuclear structures and magnetic properties identified through single
crystal neutron diffraction and magnetisation measurements. Magnetometry data show
that their bulk magnetic properties exhibit a linear continuum between the cobalt and
nickel end members. The Laue neutron diffraction data permitted a practical method to
track the structural behaviour of the compounds and identify the temperature regions of
the low temperature modulated phases.

Monochromatic neutron diffraction data confirmed that, similar to the Co and Ni end
members, the modulated phases for [CH3NH3]Co0.50Ni0.50(HCOO)3 are induced by the
competing hydrogen bond interactions. However, the structural evolution does not fol-
low the same phases as either parent compound. This is likely as a results of the differing
Co−O and Ni−O bond lengths which dictate the limits of the atom amplitude displace-
ment modulations.

These solid solutions have shown that through doping of the metal site, the
bulk magnetic properties, in particular the magnetic ordering temperature, of
[CH3NH3]CoxNi1−x(HCOO)3 can be tuned through the metal ratios. In addition,
both the transition temperatures and nature of the nuclear phase transitions can be
manipulated via the nickel content.

Despite the sparsity of reported incommensurately modulated molecular frameworks,
with understanding of the interactions which persuade the modulations, it presents the
opportunity to consciously design molecular compounds with the propensity for incom-

130



mensurately modulated phases and finer control of their properties.

5.6 Experimental

5.6.1 Synthesis

The synthesis of [CH3NH3]Co0.75Ni0.25(HCOO)3, [CH3NH3]Co0.50Ni0.50(HCOO)3 and
[CH3NH3]Co0.25Ni0.75(HCOO)3 were followed from reported methods for protonated
amine metal formates.101,326 An example is provided for quantities and timescales used
for the [CH3NH3]Co0.50Ni0.50(HCOO)3 synthesis.

Aqueous solutions of CoCl2 · 6H2O (119 mg, 0.5 mmol, 1.5 mL), NiCl2 · 6H2O (119 mg,
0.5 mmol, 1.5 mL), CH3NH3Cl (68 mg, 1 mmol, 3 mL) and NaHCOO (204 mg, 3 mmol,
2 mL) were mixed with N -methylformamide (HCONHCH3). The solution was sealed in
an autoclave (43 mL) and heated at 413 K for 3 d. The solution was slowly cooled to
ambient temperature (approximately 5 h), yielding dark green prismatic crystals (3×2×2
mm3). The crystals were filtered, and dried at room temperature.

Using an analogous method with stoichiometric ratios of CoCl2 · 6H2O and NiCl2 · 6H2O
yield dark red crystals of [CH3NH3]Co0.75Ni0.25(HCOO)3 (1.5 × 1.5 × 1 mm3) and dark
green crystals of [CH3NH3]Co0.25Ni0.75(HCOO)3 (2 × 1.5 × 1.5 mm3).

5.6.2 Single crystal X-ray diffraction

Single crystal X-ray measurements were carried out at ambient temperature using
a Bruker D8 Venture diffractometer (Institut Laue Langevin, ILL, France) by Dr
Laura Cañadillas Delgado (ILL), Dr Oscar Fabelo (ILL) and myself. A graphite
monochromatic radiation source from Ag-Kα radiation, λ = 0.56086 Å was used. The
samples were mounted on thin glass fibres attached to brass pins and mounted onto
goniometer heads. Structure solution for [CH3NH3]Co0.75Ni0.25(HCOO)3 was carried out
using SHELXT27 and refinements were made with SHELXL, within the OLEX2268,269

graphical interfaces. The structural models for [CH3NH3]Co0.25Ni0.75(HCOO)3 and
[CH3NH3]Co0.50Ni0.50(HCOO)3 were solved using the SUPERFLIP program28 and
refined using Jana2006.36,333 The non-hydrogen atoms were refined anisotropically with
displacement parameters.
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5.6.3 Magnetic measurements

Measurements of the magnetic susceptibility were carried by Dr Matthew Cliffe and Jem
Pitcairn (University of Nottingham) out on samples of [CH3NH3]Co0.75Ni0.25(HCOO)3

(8.75 mg), [CH3NH3]Co0.50Ni0.50(HCOO)3 (12.50 mg) and [CH3NH3]Co0.25Ni0.75(HCOO)3

(12.45 mg) using a Quantum Design Magnetic Property Measurements System (MPMS)
3 Superconducting Quantum Interference Device (SQUID) magnetometer. The zero-field-
cooled (ZFC) and field-cooled (FC) susceptibility were measured in an applied field of
0.01 T over the temperature range 2 − 300 K. As M(H) is linear in this field, the small-
field approximation for the susceptibility, χ(T) ≃ M

H
, where M is the magnetisation and

H is the magnetic field intensity, was taken to be valid.

Isothermal magnetisation measurements were carried out at 2 K over the field range −5
to +5 T. Data were corrected for diamagnetism of the sample using Pascal’s constants.41

5.6.4 Laue neutron diffraction

The Laue neutron diffraction measurements were collected by Dr Laura Cañadillas Del-
gado, Dr Oscar Fabelo, Dr Matthew Cliffe and myself on the multiple CCD diffrac-
tometer CYCLOPS (Cylindrical CCD Laue Octagonal Photo Scintillator, at the ILL,
France)334 which operates with thermal neutrons. A single crystal of 1.5 × 1.5 × 1
mm3 ([CH3NH3]Co0.75Ni0.25(HCOO)3), 3 × 2 × 2 mm3 ([CH3NH3]Co0.50Ni0.50(HCOO)3),
2 × 1.5 × 1.5 mm3 ([CH3NH3]Co0.25Ni0.75(HCOO)3), was mounted on a vanadium pin
and placed in a standard orange cryostat. The diffraction patterns were recorded in
the temperature range 10 to 120 K, following a ramp of 0.1 K per 30 s. Each Laue
diffraction pattern was collected over a period of 15 min with a temperature range of 3
K. The samples were centred on the neutron beam by maximisation of the intensity of
several strong reflections in the x, y and z directions, after which, a specific orientation
was selected and the temperature evolution was collected. Graphical visualisation of the
Laue patterns was performed with the ESMERALDA software.335

5.6.5 Ambient temperature single crystal neutron diffraction (D9)

Hot neutron single crystal diffraction was performed by Dr Laura Cañadillas Delgado
(ILL), Oscar Fabelo (ILL), Dr Matthew Cliffe and myself on the four-circle diffractometer
D9 (ILL, France) for [CH3NH3]Co0.75Ni0.25(HCOO)3, [CH3NH3]Co0.50Ni0.50(HCOO)3 and
[CH3NH3]Co0.25Ni0.75(HCOO)3. A monochromatic beam of wavelength λ = 0.836 Å was
produced using the (220) plane of a Cu crystal in transmission geometry, and a small two-
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dimensional area detector. Integrated intensities of structural Bragg peaks were collected
with standard transverse scans (ω-scans). NOMAD software from the ILL was used for
data collection.225

The structural models were solved using the SUPERFLIP program28 and refined using
Jana2006,36,333 refining the occupancies of the metal site to obtain the cobalt and nickel
ratio of each crystal.

5.6.6 Low temperature single crystal neutron diffraction (D19)

Monochromatic single crystal neutron diffraction data were collected by Dr Laura Cañadil-
las Delgado (ILL), Dr Oscar Fabelo (ILL), Dr Matthew Cliffe and myself on the four-circle
D19 diffractometer (ILL, France) for [CH3NH3]Co0.50Ni0.50(HCOO)3. Neutrons with a
wavelength of 1.456 Å were provided by a flat Cu monochromator using the 220 reflec-
tion at 2θM = 69.91° take-off angle. The sample was placed in a closed-circuit displex
cooling device, which was operated following a ramp of 2 K min−1. Measurements were
taken at 2 K, and at 10 K intervals between 30 and 100 K. NOMAD software from the
ILL was used for data collection.225 Longer data acquisitions were made at 2, 30 and 70
K and were used for the nuclear and magnetic refinements.

Unit cell determinations were performed using PFIND and DIRAX programs, and pro-
cessing of the raw data was applied using RETREAT, RAFD19 and Int3D programs.226–229

The data were corrected for the absorption of the low-temperature device using the
D19ABSCAN program.230 Nuclear and magnetic models were solved by Dr Laura Cañadil-
las Delgado using the SUPERFLIP program28 and refined using Jana2006.36,333

5.7 Appendix

Table 5.4: Average bond lengths obtained from the refinement of [CH3NH3]Co0.50Ni0.50(HCOO)3 at 70 K for
M−O bonds. The maximum, minimum and average bond lengths for M−Oxa and M−Oxb are equivalent

Bond Average (Å) Maximum (Å) Minimum (Å) Max. displacement (Å)

M−O1 2.0674(17) 2.072(2) 2.063(2) +0.005(3), −0.004(3)
M−O2 2.0830(17) 2.089(2) 2.076(2) +0.006(3), −0.007(3)
M−O3 2.0766(17) 2.083(2) 2.071(2) +0.006(3), −0.006(3)
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Table 5.5: Average bond lengths obtained from the refinement of [CH3NH3]Co0.50Ni0.50(HCOO)3 at 30 K for
M−O bonds. The maximum, minimum and average bond lengths for M−Oxa and M−Oxb are equivalent

Bond Average (Å) Maximum (Å) Minimum (Å) Max. displacement (Å)

M−O1 2.070(2) 2.130(3) 2.014(3) +0.061(4), −0.055(4)
M−O2 2.087(2) 2.094(3) 2.081(3) +0.007(4), −0.006(4)
M−O3 2.078(2) 2.138(5) 2.009(5) +0.060(5), −0.069(5)

Table 5.6: Average bond lengths obtained from the refinement of [CH3NH3]Co0.50Ni0.50(HCOO)3 at 2 K for
M−O bonds. The maximum, minimum and average bond lengths for M−Oxa and M−Oxb are equivalent

Bond Average (Å) Maximum (Å) Minimum (Å) Max. displacement (Å)

M−O1 2.069(3) 2.076(3) 2.062(3) +0.007(4), −0.007(4)
M−O2 2.086(3) 2.096(2) 2.077(3) +0.010(4), −0.009(4)
M−O3 2.075(5) 2.090(6) 2.067(6) +0.015(8), −0.008(8)

Table 5.7: Summary of the bulk magnetic properties for [CH3NH3]CoxNi1−x(HCOO)3 x = 0.75, 0.50, 0.25,
obtained from magnetisation measurements. C is calculated from the value of χT at 300 K. The θCW values
are calculated from fits over the temperature ranges 150 < T < 300 K

x= 1.0 x= 0.75 x= 0.50 x= 0.25 x= 0.0

S 1.5 1.375 1.25 1.125 1.0
TC (K) 15.7 19.7(5) 22.5(7) 28.5(5) 34
θCW (K) −43.5 43.6(5) 56.3(1) −70.8(7) −64.9
C (cm3 K mol−1) 3.45 2.625(1) 2.461(1) 1.936(4) 1.40
Cspin only (cm3 K mol−1) 1.87 1.633 1.41 1.195 1.0
µeff. (µB) 5.2 4.578(2) 4.436(2) 3.936(2) 3.3
µspin only (µB) 3.88 3.614 3.354 3.092 2.83
Mrem. (µB per metal) 0.045(3) 0.27(1) 0.015(1)
HC (T) 0.45(1) 0.30(1) 0.15(1)
M5 T/Msat. 0.245 0.175 0.140

Table 5.8: Calculated values of the Curie-Weiss temperature, θCW, for Co75Ni25, Co50Ni50 and Co25Ni75,
when using varying temperature start temperatures over the region x < T < 300 K

x (K) θCW Co75Ni25 (K) θCW Co50Ni50 (K) θCW Co25Ni75 (K)

50 −66.4(2) −55.4(1) −49.4(2)
100 −67.4(5) −55.77(8) −46.7(4)
150 −70.8(7) −56.2(1) −43.7(5)
200 −75(1) −56.4(4) −40.5(5)
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Table 5.9: Single crystal experimental details and crystallographic parameters for neutron diffraction of
Co50Ni50 (D19, ILL) at 70 and 30 K

Empirical formula C8H18CoNiNO12 C8H18CoNiNO12
Mr 225.93 225.93
T (K) 70 30
Superspace group Pnma(00γ)0s0 Pnma(00γ)0s0
a (Å) 8.2064(3) 8.2003(3)
b (Å) 11.5811(6) 11.5737(8)
c (Å) 8.1153(3) 8.1133(3)
V (Å3) 771.27(6) 770.02(7)
Z 4 4
Modulation vector, q 0.1429(2) 0.1249(2)
λ (Å) 1.4557 1.4557
R1, I > 3σ(I) (all) 0.0707 (0.0861) 0.1189 (0.1315)
ωR2, I > 3σ(I) (all) 0.1439 (0.1786) 0.1900 (0.2034)
Main reflections: R1, I > 3σ(I) (all) 0.0594 (0.0597) 0.0842 (0.0861)
Main reflections: ωR2, I > 3σ(I) (all) 0.1076 (0.1095) 0.1544 (0.1595)
First-order satellites: R1, I > 3σ(I) (all) 0.0831 (0.0895) 0.1400 (0.1432)
First-order satellites: ωR2, I > 3σ(I) (all) 0.1583 (0.1691) 0.2025 (0.2072)
Second-order satellites: R1, I > 3σ(I) (all) 0.1222 (0.2800) 0.1765 (0.2436)
Second-order satellites: ωR2, I > 3σ(I) (all) 0.1660 (0.2867) 0.2032 (0.2374)
Observed independent reflections (all) 2152 (3291) 2480 (3346)
Observed no. of main reflections (all) 673 (682) 655 (694)
Observed no. of first-order satellite reflections (all) 1094 (1230) 1149 (1250)
Observed no. of second-order satellite reflections (all) 385 (994) 676 (1402)

135



Chapter 6

A-site ordering and octahedral tilts
in [□A]Mn{Bi(SCN)6}

6.1 Summary

• Four manganese(II) bismuth(III) thiocyanate frameworks, nominally [□A]Mn{Bi(SCN)6}
A = Cs+, K+, NH +

4 and C(NH2)
+

3 , have been synthesised yielding single crystals
and microcrystalline powders.

• The structures were solved through combinations of single crystal neutron diffrac-
tion, single crystal and powder X-ray diffraction and single crystal electron diffrac-
tion, depending on the quality and dimensions of the single crystals and powders
obtained.

• All the compounds show cation ordering of the A- and M-sites, with unfamiliar
A-site orderings for all the compounds. For A = NH +

4 , Cs+ and C(NH2)
+

3 uncon-
ventional A-site orderings and octahedral tilt sequences are also reported.

6.2 Introduction

The AMX3 perovskite materials present a synthetic playground for scientists, tailoring
compounds to exhibit specific physical properties through readily exchangeable A, M
and X components.336,337 Species incorporated are generally selected with the aim of
directing the overall functionality, for example, selecting a paramagnetic M ion to guide
the magnetic properties. This can be compounded by altering the symmetry of the
structure, for instance, by adopting a polar space group the coexistence of a second
ordered state, such as ferroelectric ordering can be obtained.338
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Figure 6.1: a) The aristotype Pm3̄m perovskite with AMX3 stoichiometry. The black line indicates its unit
cell. A = blue, M = yellow, X = green. b) A distorted double perovskite with AA′MM′X6 stoichiometry and
A- and M-site rocksalt orderings. The unit cell has doubled in length for all the axes, but the pseudocubic
metal cage (red lines) are the same as the unit cell in a). A/A′ = light and dark blue, M/M′ = yellow and
brown, X = green.

The aristotypic perovskite structure adopts the cubic Pm3̄m space group.131 To break
the inversion centre, it is necessary to distort the structure. This can be systemati-
cally achieved by incorporating multiple species on a single site, forming AA′M2X6 or
A2MM′X6 structures. The essential consideration is that A- or M- sites adopt an ordered
arrangement. The most commonly observed ordering patterns are rocksalt, layered and
columnar.140

The M-site species commonly exhibit rocksalt ordering if there is a large difference in
charges for M and M′, as this distributes the higher charged cations equally.140 In com-
parison, A-site cation ordering is not typically observed. For the small number of reported
examples where A-site ordering is present, layered order is most common. This is because
it permits the M−X bond lengths to distort, compensating for the strain created by the
difference in A-cation sizes.339 However, A-site ordering can be strongly influenced by the
octahedral tilt sequence of the framework, since the rotations distort the dimensions of
the pseudocubic cage.130 In this case, the A-site ordering is particularly directed by sterics,
which is pertinent for mixed A-sites where one of the species are vacancies. The “metal
cage” for each A-site is defined by the surrounding [M8X12] cube. For an ideal perovskite,
this is equivalent to its unit cell, whereas for compounds with ordered sites, the unit cell
may be larger, and the [M8X12] cube around the A-site is defined as a pseudocubic cage
(Fig. 6.1).

The inclusion of molecular X anions has two immediate implications for the MX3 frame-
work, compared to atomic X components. The longer X– linker means that the pseu-
docubic cell dimensions are extended and there is a larger volume to accommodate
A-site species. In addition, the molecular anions permit unconventional tilt sequences
created by the extra structural flexibility of the molecular components which cannot be
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realised in atomic-only compounds. This can further lead to more unusual A-site ordering
patterns.142,340,341

Few thiocyanate perovskites have been reported, CsCd(NCS)3
96 and the double per-

ovskites (NH4)2Ni{Cd(SCN)6},97 A-site ordered [□A]Ni{Bi(SCN)6}, □ = vacancy, A
= NH +

4 , K+, CH3NH
+

3 , C(NH2)
+

3
98 and A-site vacant □2M{Pt(SCN)6}, M = Mn, Fe,

Co, Ni, Cu99 and □2M{Bi(SCN)6}, M = Fe, Cr, Sc.77 All the double perovskites show
M-site rocksalt ordering, templated by the coordination preferences of the thiocyanate
ligand so that there are [MN6] M = Ni, Fe, Cr, Sc, octahedra and [M′S6] M′ = Cd,
Bi, Pt, octahedra. The [□A]Ni{Bi(SCN)6} compounds also exhibit A-site order, which
is predominately dictated by the tilt sequence, in addition to the size of the A species
and electrostatic and hydrogen bond interactions.98 The combination of A-site ordering
and octahedral tilt patterns gives rise to an array of structures. [□NH4]Ni{Bi(SCN)6}
and [□K]Ni{Bi(SCN)6} are isostructural with columnar A-site order and a−a−c+ tilt se-
quence (Glazer notation).141 [□CH3NH3]Ni{Bi(SCN)6} adopts a complex unconventional
tilt sequence of a+b++−++−c+−+− with the A-site cations ordering in (1 × 2 × 3) blocks,
surrounded by vacant cages. In addition, [□9Gua3]Ni6{Bi(SCN)6}5 Gua = C(NH2)

+
3 ,

adopts a structure with M-site Bi vacancies, driven by the sterics of the larger Gua
cations.

Octahedral tilt patterns are sensitive to the M-site species and by doping metals of
different radii, the octahederal tilts can be tuned.342,343 The magnitude of the octahedral
tilts plays a role in determining the A-site ordering, and, therefore, the overall structure.
To date, the only double thiocyanate perovskites with both A- and M- site ordering are
the [□A]Ni{Bi(SCN)6} compounds. To explore the effect of M-site composition on the
tilt sequence and, consequently, A-site orderings, Ni2+ can be replaced with another first
row transition metal, such as Mn2+, which will readily coordinate with the N terminus of
the thiocyanate as to maintain the rocksalt M-site ordering.

Here I present the synthesis, structure and magnetic data of four manganese(II) bis-
muth(III) thiocyanate frameworks, nominally [□A]Mn{Bi(SCN)6}, A = K+, Cs+, NH +

4

and C(NH2)
+

3 (guanidinium, Gua). The crystallographic analyses of the compounds take
place through combinations of powder and single X-ray diffraction, single crystal neutron
diffraction and electron diffraction data. The compounds show ordering of both the M-
site and A-site species. Complex orderings for the A-site cations in combination with
the octahedral tilt sequences observed result in unexpected structures, unlike their nickel
analogues with equivalent A-site cations.
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6.3 Results

6.3.1 Synthesis

The [□A]Mn{Bi(SCN)6} compounds were synthesised from Mn(NO3)2 · 4H2O,
Bi(NO3)3 · 5H2O and A(NCS) where A = K+, Cs+, NH +

4 and Gua, in the ratio
1 : 1 : 6, which were dissolved in butanone or acetone. On removal of the solvent, a
red-orange microcrystalline powder was obtained for the synthesis with K+ (KMnBi).
Slow evaporation from their mother liquors yielded µm3 sized crystals for A = Gua
(Gua 2

3
Mn 17

18
Bi 16

18
) and mm3 sized crystals of A = NH +

4 (NH4MnBi) and Cs+ (CsMnBi).

Syntheses were also attempted for A = CH3NH
+

3 and H2NNH
+

3 (hydrazinium), however
these either yielded wet solids or pastes that could not be dried under reduced pressure
(using a rotary evaporator or a Schlenk line). On heating above 50°C, the samples began
to melt, and below this temperature the solvent could not be removed by heating.

6.3.2 Structure

6.3.2.1 [□K]Mn{Bi(SCN)6}

From the synthesis of KMnBi an orange microcrystalline powder was obtained. Powder
X-ray diffraction produced a diffractogram with well defined peaks. Le Bail fits of the
data to other known thiocyanate structures, [□A]Ni{Bi(SCN)6}, A = K, CH3NH3, Gua,
and □2Fe{Bi(SCN)6}, were attempted, however, these could not model the intensities at
the positions observed. Slow evaporation recrystallisations from distilled H2O or acetone
did not produce crystals large enough for single crystal X-ray diffraction measurements.

With a crystalline powder, but no µm3 sized crystals, it was possible to explore an
alternative method of diffraction to determine the structure of KMnBi. Single crystal
electron diffraction measurements were carried out by Dr Jakub Wojciechowski (Rigaku
Europe SE), Dr Robert Bücker (Rigaku Europe SE) and Dr Stephen Argent (University
of Nottingham). Nine data sets were collected on selected crystals from the bulk powder
sample and the data were integrated to obtain a unit cell. Three data sets provided similar
unit cell dimensions and symmetry, so these data were scaled and merged, providing one
reflection file for the structure solution with a higher completeness and redundancy. The
integrated unit cell is monoclinic Pn with the dimensions a = 8.7(2) Å, b = 8.5(4) Å, c
= 12.00(19) Å, β = 90.44(5)°. The minimum and maximum residual electron density
peaks are +0.4 and −0.5 eÅ−3.
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During the refinement several restraints were employed for atoms of the thiocyanate
ligands to maintain a stable model. This included hard restraints for the N−C, C−S
and N· · ·S distances and restraints to keep the average bond lengths between the sym-
metry distinct thiocyanate ligands approximately equivalent as well. Despite applying
constraints to the anisotropic displacement parameters, it was not possible to refine these
to physically meaningful values, so all atoms were refined isotropically. From these data,
the connectivity of the thiocyanate framework and position of the K+ cations could be
determined, however, the data quality does not allow for further analysis of specific atom
positions and therefore bond distances and angles (Fig. 6.2a).

Having obtained a model from single crystal electron diffraction, the powder X-ray diffrac-
tion data could be fitted to verify the structure in the bulk microcrystalline sample and
improve the precision of the unit cell parameters. Le Bail refinements were performed, re-
fining freely the unit cell parameters (Rωp = 35.0 %). From this refinement, the unit cell
parameters are a = 8.8119(1) Å, b = 8.61563(5) Å, c = 12.1235(2) Å, β = 90.364(1)°,
within error equivalent to the electron diffraction data (Fig. 6.2b).

KMnBi crystallises in the monoclinic space group Pn. The M-site cations have rocksalt
ordering, with Mn octahedrally coordinated to the nitrogen termini and Bi octahedrally
coordinated to the sulfur of the thiocyanate anions (Fig. 6.2c). The pseudocubic cage
axes are defined as [11̄0], [110] and [001]. The K+ A-site cations occupy half the metal
cages, also with rocksalt ordering (Fig. 6.2d). Along the [11̄0] and [110] directions, the
octahedra alternate their sense of rotation, and along [001] all the octahedra rotate in
the same direction. This is described as a−a−c+ tilt sequence (Fig. 6.2e).

To confirm that KMnBi adopts a polar structure, FINDSYM from the ISOTROPY Soft-
ware Suite344,345 was used to search for any potential higher symmetry space groups. No
additional symmetry operators could be identified, suggesting that Pn is the correct space
group for the crystal.
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Figure 6.2: The structure of KMnBi in the Pn space group. a) Fobs against Fcalc from refinements of the
electron diffraction data. b) Le Bail refinement of the powder diffraction data using the model obtained from
the electron diffraction refinement (Rωp = 35.0 %). c) The structure viewed along the [001] direction. d) The
A-site cation rocksalt ordering, viewed along [110]. The Mn and Bi atoms are joined by red lines, indicating
the edges of the pseudocubic metal cages. e) The octahedral tilt patterns showing the N−S connections
(pale pink) linking the neighbouring M-site metals. Where all the N−S connections alternate between being
positioned to the left or right of the cage edge (red lines), the metals are rotating out-of-phase (a−). Where
the pale pink connections are on one side of the cage edge only, the metals show in-phase tilting (c−). The
C atoms have been removed for clarity. Mn = pink, Bi = purple, N = blue, C = black, S = yellow, K = pale
green.
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6.3.2.2 [□ 7
8
(NH4)(OH2)x]Mn{Bi(SCN)6} (2/8 ≤ x ≤ 2.5/8)

From slow evaporation in butanone or acetone orange, dark red-orange, cuboid single
crystals (100 to 200 µm length) were obtained. Single crystal X-ray diffraction (120 K)
was carried out to determine the structure.

The integration of the reflections suggested a structure with tetragonal symmetry and
a unit cell of a = 12.4173(3) Å, b = 24.4649(5) Å, c = 24.4649(5) Å. Refinements
were carried out in the P42/mnm space group, and the manganese and bismuth atoms
could be located. However, it was challenging to identify the atoms of the thiocyanate
ligands or the ammonium ions due to the large spread of electron density which was not
well localised. Since the given space group was not able to provide a suitable model to
described the electron densities observed, it was likely that the data were not integrated
with the correct crystal symmetry. To check this, the symmetry of the model was reduced
to triclinic. Structure solution and refinements were carried out in the P1 space group.
From this, the connectivity of the [Mn{Bi(SCN)6}]

– framework was identified, consisting
of 16 unique Mn and Bi site and 96 ligands (320 atoms in total). The NH +

4 A-site
cations could not be determined during these refinements.

From the structure of the framework the highest symmetry structure could be determined.
FINDSYM from the ISOTROPY Software Suite344,345 was used to search for higher sym-
metry space groups, given the positions of the atoms in the unit cell. From this, it
indicated that the framework adopts the orthorhombic Pnnn space group.

Subsequently, the X-ray data were integrated with orthorhombic symmetry and the struc-
ture was solved and refined. The connectivity of the [Mn{Bi(SCN)6}]

– framework could
be identified. The Mn and Bi M-site ions have rocksalt ordering, with the nitrogens coor-
dinating to the Mn2+ ions and the sulfurs coordinating to the Bi3+ ions. The pseudocubic
cage axes are identical to that of the structures unit cell (i.e. along the [100], [010] and
[001] directions). The tilt sequence along [100] and [010] alternate between in-phase and
out-of-phase rotations and octahedra along the [001] direction are all in phase: a+−b+−c+

(Fig. 6.3c).

Although it was possible to identify the symmetry of the framework, it was not possible
to locate the positions of all the NH +

4 cations. Depending on the complexity of the cation
orderings as well as the orientations of the NH +

4 species, the A-site cations could further
lower the overall symmetry from the Pnnn space group obtained for the framework. In
order to reliably determine the positions of nitrogen and hydrogen atoms, single crystal
neutron diffraction was carried out at 20 K and 250 K (D19, Institut Laue Langevin).

The low temperature data at 20 K was integrated with orthorhombic symmetry in the
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Figure 6.3: The [Mn{Bi(SCN)6}]– framework in the Pnnn space group (origin 1) for NH4MnBi viewed along
the a) a axis and b) c axis. c) The rotation sequences of the octahedra along the [100] (left), [010] (middle)
and [001] (right) directions. The N−S connections are shown in pale pink. The a+− sequence observed along
a and b axes have the bonds numbered moving from the front octahedra, backwards into the page to aid in
viewing the progression. The Mn and Bi atoms are joined by red lines, indicating the edges of the pseudocubic
metal cages. The C atoms have been removed for clarity. Mn = pink, Bi = purple, N = blue, C = black, S
= yellow.

Pnnn space group, the same as was obtained for the [Mn{Bi(SCN)6}]
– framework from

X-ray diffraction. In addition, the position of the non-framework components could be
located. There are four distinct, occupied A-site cages, identified as S1, S2, S3 and
S4, roughly ordered in ascending complexity and disorder (Fig. 6.4a). Comparing to
the residual electron density map for the X-ray data, the same atom positions could be
identified (Fig. 6.4b).

From the low temperature neutron diffraction data, it was evident that S1 is an ammo-
nium cation, with positive scattering density in the central position and four discrete
positions of negative scattering density. The S1 ammonium has an occupancy of 1 and
shows no signs of position or orientational disorder.

S2 was also identified as an ammonium, similarly with four positions of negative scattering
density surrounding the central nitrogen atom. The scattering density is spread over a
larger area, both from the nitrogen and hydrogen positions, suggesting that there may be

143



some variation in the position of the ammonium ions between unit cell. The symmetry
of the crystal is such that there are two S2 NH +

4 positions within a single cage, with a
N· · ·N separation of 2.453(3) Å. This is a short distance to observe two adjacent NH +

4

species. The refinement was not stable if the atoms were assigned an occupancy of 1,
and refined freely to 0.58(7). Therefore, based on the sterics and the refinement results,
the occupancy of the cation (N and H atoms) was fixed to 0.5. In addition, the H−N−H
bond angles and N−H distances were restrained to ensure a model with physical sense.
Since the NH +

4 cations have an occupancy of 0.5, only one of the positions is occupied
within a given metal cage.

Having identified the S1 and S2 species as NH +
4 , the compound composition was

(NH4)0.75[Mn{Bi(SCN)6}]
0.25– , meaning that the overall compound was not neutral. The

species occupying sites S3 and S4 must contribute a total positive charge of +0.25 per
M-site. In both remaining A-site positions, it is evident that there is a significant amount

Figure 6.4: The scattering density difference maps after defining the [Mn{Bi(SCN)6}]– framework for
NH4MnBi, measured with a) neutrons (D19, Institut Laue Langevin, isosurface cut −1.1 to +1.1 eÅ−3),
b) X-rays (isosurface cut −1.4 to +1.7 eÅ−3). The four A-sites are identified as S1 (green), S2 (blue), S3
(pink) and S4 (gold). Pink = positive scattering density and blue = negative scattering density. The frame-
work is shown as a wireframe. c) The scattering density from neutron diffraction data where placeholder (dark
pink, purple, orange and brown) atoms have been added to model the positive scattering density to highlight
the spread of negative scattering density (blue) around the atoms for S3 (left) and S4 (right).
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of disorder by the lack of well defined scattering density positions and the evidence for
multiple site positions within the same cage.

It is possible that these A-site positions are partially occupied by NH +
4 cations and par-

tially occupied by a neutral species. Although it is common for solvent molecules to
be incorporated into the voids within frameworks, the X-ray data were collected from a
crystal synthesised and recrystallised from butanone (CH3CH2COCH3), whilst the crys-
tals measured with the neutron source used acetone (CH3COCH3). As the same atom
positions could be observed in the scattering densities of the X-ray and neutron data, it
was likely to be the same species. The scattered densities were not consistent with either
acetone or butanone, so it was unlikely these had crystallised as part of the structure.
The starting materials, Mn(NO3)2 · 4H2O and Bi(NO3)3 · 5H2O are both hydrated, and,
in addition, neither the butanone or acetone was dry, so it is likely there was a significant
amount of water present during the synthesis and recrystallisations.

The neutron data shows that within the S3 cage there are three positions of the A-
site species (Fig. 6.4c). The central atom, S3a, is surrounded by significant negative
scattering density, which is mostly grouped into four clusters. S3a was assigned as N
with an occupancy of 0.5. This species is NH +

4 , however, due to the spread of the
negative scattering density surrounding S3a, it was not possible for hydrogen atoms to
be added. In addition, there are two smaller positions of positive scattering density,
S3b, at a distance from the central atom of dS3a···S3b = 1.694(6) Å, and a distance of
dS3b···S3b = 3.190(5) Å from each other. Two possible atom assignments allowed for a
stable refinement: The first, where S3b is a nitrogen from a NH +

4 ion with an occupancy
of 0.125. The second possibility is an oxygen atom from OH2 with an occupancies of
0.25. It was not possible to obtain a stable refinement with S3b assigned as either N
or O with an occupancy of 0.5. Based on the negative scattering density, S3b is more
likely OH2 molecules with two visible positions for H atoms. Assuming S3b are water
molecules, the S3 site has an overall occupancy of 1.0, with three A-site positions.

The scattering density within the S4 cage is broad, suggesting there is position and orien-
tational disorder over multiple sites. The five most prominent positive scattering sites are
identified as the central atom, S4a, and the four surrounding atoms, S4b (Fig. 6.4c). The
S4a· · ·S4b distance is 1.387(4) Å and between the S4b species there are three distances,
dS4b short = 1.986(5) Å, dS4b medium = 2.711(5) Å and dS4b long = 2.946(5) Å. dS4a···S4b is
a small separation, too close for non-bonding interactions to occur. To account for the
steric bulk of the species, only S4a or S4b can be present within a cage, they cannot
both be present within the same cage. dS4b medium is within the upper range reported
for NH +

4 · · ·OH2 hydrogen bond separations (2.5 − 2.7 Å), and dS4b long is similar to re-
ported OH2· · ·OH2 hydrogen bond distances (2.9 Å).346,347 It is possible that more than
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one S4b species is present within a given cage, therefore, the total occupancy of the S4
site could be greater than 1. Refinements were carried out with various combinations
of N and O assignments in S4a and S4b positions, with varied occupancies (Table 6.1).
The refinement results were inconclusive, however, S4a likely has an occupancy of 0.5.
Generally the refinements were more stable with S4a and S4b assigned as O, which would
suggest this is the predominant species occupying this site. It is likely S4a and S4b have
a combination of NH +

4 and OH2 species. This matches with the large spread of negative
scattering density, arising from the H atoms, as the species will likely show orientational
disorder as well as position disorder.

Due to the degree of the disorder over the A-sites, from occupation, position and orienta-
tional disorder arising from both the NH +

4 and OH2 species, it was not possible to locate,
or view the positions of all the hydrogen atoms in the scattering density maps. Including
the additional A-site species gives the chemical formula [□ 7

8
(NH4)(OH2)x]MnBi(NCS)6,

where 2/8 ≤ x ≤ 2.5/8 (0.25 ≤ x ≤ 0.313) depending on OH2 occupancy in the S4
site. x = 2/8 if S3b is OH2 and S4 has a total occupancy of 1, and x = 2.5/8 if the S4
total occupancy is 2. The water content could be examined through further elemental
analyses.

The A-site species are present within the framework as (3 × 3 × 1) blocks, with the
surrounding cages vacant (Fig. 6.5). In all the vacant cages, there are four thiocyanate
ligands present. The cages occupied by A-site species range from having 0 thiocyanate
ligands for S4, and increase relative to the positional disorder within the cage (Fig. 6.5c).

Table 6.1: Summary of selected refinement statistics for NH4MnBi of various atom assignments (S4a and
S4b) and occupancies (Occ) for site S4 (D19 diffractometer, Institut Laue Langevin).

Atom assignment Robs (%)
S4a Occ S4b Occ

N 0.5 O 0.25 14.80
N 0.5 O 0.125 14.81
O 0.5 N 0.25 14.88
O 0.5 N 0.125 14.82
N 0.25 O 0.25 Unstable
N 0.25 O 0.125 14.91
O 0.25 N 0.25 Unstable
O 0.25 N 0.125 Unstable
O 0.5 O 0.25 14.75
O 0.5 O 0.125 14.84
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Figure 6.5: Ordering of the A-sites in NH4MnBi, showing the (3 × 3 × 1) blocks, viewed along the a) [001]
and b) [100] directions. Where the cage is occupied, it is coloured corresponding to the A-site species present.
S1 = green, S2 = blue, S3 = pink and S4 = gold. Red lines join the Mn and Bi atoms, acting as a guide to
identify the pseudocubic metal cages. c) A single layer of metal cages showing the position of the thiocyanate
ligands. The numbers indicate how many ligands are within the given cage. Where 4 ligands are positioned
within the cage, no A-site species is present.

6.3.2.3 [□ 7
8
Cs(OH2)x]Mn{Bi(SCN)6} (1

8 ≤ x ≤ 2
8)

Orange cuboid single crystals were obtained from slow evaporation in butanone (up to di-
mensions of 2 mm). Single crystal X-ray diffraction (273 K) was carried out to determine
the structure.

The Bragg reflections could be indexed by the orthorhombic space group Pnnn with the
unit cell a = 24.7803(7) Å, b = 24.8038(7) Å, c = 12.4386(4) Å, isostructural to
NH4MnBi (Fig. 6.6). The structure has been solved using origin 2, whereas NH4MnBi
was solved using origin 1. Origin 2 is related to origin 1 by the transformation (a−1/4,
b−1/4, c−1/4). The M-sites show rocksalt ordering with [MnN6] and [BiS6] octahedra.
Three of the twelve crystallographically independent sulfur atoms are split over two sites,
with refined occupancies of 0.76(7) : 0.24(7) (S10 a:b), 0.65(13) : 0.35(13) (S11 a:b)
and 0.44(11) : 0.56(11) (S12 a:b). The octahderal tilt sequence is a+−b+−c+.

The A-sites order in 3×3×1 blocks, surrounded by empty cages. There are four distinct,
occupied A-site sites S1−4, as described for NH4MnBi (Fig. 6.6d, S1 = green, S2 = blue,
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Figure 6.6: The structure of CsMnBi, obtained from single crystal X-ray diffraction data (273 K) in the Pnnn
space group (origin 2). a) Fobs against Fcalc. b) Rietveld refinement of powder data using the model from
the single crystal refinement. c) The framework connectivity viewed along the a axis. Only A-site cations
with crystallographic atomic coordinates between (0, y, z) and (0.5, y, z) have been shown. d) The four A-site
cages and crystallographically distinct A-site species. Colours match the designations for NH4MnBi figures:
S1 = green, S2 = blue, S3 = pink and S4 = brown. e) The atom labels for the crystallographically distinct
Cs+ positions in S2 and S3 and OH2 positions and lengths in S4. The three S atoms with split atomic
coordinates are circled (orange) in the first and second upper left metal cages, S10a/b, S11a/b and S12a/b.
Mn = pink, Bi = purple, Cs = green, N = blue, C = black, S = yellow, O = red.
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S3 = pink and S4 = brown). S1 is occupied by a single, ordered Cs+ cation. S2 is occupied
by Cs+ cations, disordered over four positions, two with an occupancy of 0.32(3) (S2a)
and two with an occupancy of 0.18(3) (S1b). The overall occupancy of S2 is 1. The
S3 A-site contains Cs+ cations disordered over three positions. S3a and S3b have fixed
occupancies of 0.5 and 0.25.

The water molecules could be distinguished from the Cs+ cations, and are located solely
within the S4 cage: a central OH2 with a fixed occupancy of 0.5 (S4a) and four outter OH2

with an occupancy less than 0.4 (S4b), although this value could not be refined to a stable
model without fixing the values. Between S4a and S4b the distance is 1.286(3) Å and
the three distances between S4b OH2 are dS4b short = 1.471(3) Å, dS4b medium = 2.331(3)
Å and dS4b long = 2.373(3) Å. These distances are shorter than expected for OH2· · ·OH2

hydrogen bond interactions (approximately 2.9 Å).346 These distances will be verified
by future neutron diffraction measurements, which will obtain the atom positions and
distances at a lower temperature, and, ideally, the position of the H atoms will be located.
Within the S4 cage, there may be an overall occupancy of 1 or greater than 1, depending
on the positions and occupancies of the S4b OH2 molecules. The overall structure is
[□ 7

8
Cs(OH2)x]Mn{Bi(SCN)6}, where 1/8 ≤ x ≤ 2/8. x = 1/8 if the total occupancy in S4

is 1 and x = 2/8 if the occupancy is 2.

In addition, the structural model was fitted to the powder diffraction data, with Rωp =
34.8 %. There are several intensities, at 1.41, 1.99 and 2.44 Å−1 in particular, which are
not captured by the model. Refinements were carried out adding additional phases for
unreacted starting materials (CsSCN, Bi(NO3)3 · xH2O and Mn(NO3)2 · xH2O), as well as
side products (CsNO3) in their dry and hydrated states. However, these could not account
for the observed intensities. The additional peaks may arise from a small fraction of a
second, unknown, polymorph of [□Cs]Mn{Bi(SCN)6}.

6.3.2.4 [□24Gua12]Mn17{Bi(SCN)6(OH2) 5
8
}16

A slow evaporation recrystallisation from butanone yielded dark red-orange, cuboid single
crystals (100 to 200 µm length). To determine the structure of Gua 2

3
Mn 17

18
Bi 16

18
, single

crystal X-ray diffraction was performed.

When integrating the data, the majority of the reflections (30202 of 41455 total reflec-
tions) matched an orthorhombic unit cell with a = 26.2090(5) Å, b = 26.2159(6) Å and
c = 12.2143(3) Å, similar to that of NH4MnBi and CsMnBi, although almost 2 Å larger
along the a and b axes. However, a small number of superlattice reflections (5837 total
reflections) were observed, occurring at 1

2a*, 1
2b* and 1

2c*. To compare the difference
between the smaller unit cell, and the larger superstructure, integrations were carried out
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for both unit cells.

Despite the majority of the reflections fitting the smaller unit cell, it was not possible to
solve the structure in with Pnnn symmetry, or with any other space group using this unit
cell. Using the larger unit cell (a = 52.4523(9) Å, b = 52.4682(9) Å, c = 24.4182(4)
Å), the data was integrated and a structure solution was obtained in the orthorhombic
space group Fdd2.

The framework shows rocksalt ordering of the M-sites, alternating between [MnN6] and
[BiS6] octahedra. However, there are vacancies for both Mn2+ and Bi3+ sites, as well as for
the thiocyanates surrounding the vacant Bi sites. Where the Mn vacancies are observed,
4 of the 6 surrounding thiocyanate anions are present. The metals which neighbour the
vacancies have coordinating OH2 molecules where the NCS– ligands are absent. The
metal ratio is 17 : 16 (1.06 : 1, Mn : Bi) and of Mn17[Bi(NCS)6(OH2)0.75]12−

16 for the
framework (346 independent atoms).

The positions of two Gua cations could be located, identifying both the C and N atoms.
A further two Gua cations could tentatively be identified, with a clear position for
the C atom, but several possible positions for the N atoms. To obtain a stable re-
finement, the N atoms could be refined with an occupancy lower than 1 (Fig. 6.7a).
It is likely there is orientational disorder about these two sites, meaning exact loca-
tion of the N atoms were not possible for these Gua cations. With the four Gua
cations in general positions (Wyckoff site 16b), this provides a charge of 8+ and, there-
fore, a formula of Gua8Mn17{Bi(SCN)6(OH2)0.75}4−

16 . The electron density map sug-
gests that there are atoms positioned within the vacancies. It would be expected that
the remaining Gua ions are located here, likely with orientional disorder (Fig. 6.7c).
Therefore, the overall structure has the formula [□24Gua12]Mn17{Bi(SCN)6(OH2) 5

8
}16, or

[□ 4
3
Gua 2

3
]Mn 17

18
{Bi 16

18
(S 16

18
C 16

18
N 16

18
)6(OH2) 10

18
}.

There are significant areas of residual electron density that can be viewed in the vacan-
cies where the metal sites would be expected (Fig. 6.7c). It is possible that the metal
sites are partially occupied with a small percentage of metal ions. Bi and Mn atoms
were assigned to these positions and the occupancies were refined freely. This did not
produce stable refinements, or resulted in refined occupancy values of less than 0. By
fixing the occupancies of the additional Bi sites to 0.1 and Mn to 0.7 a stable refine-
ment could be made. This would result in a metal ratio of 17.72 : 16.20 (1.09 : 1,
Mn : Bi) and an approximate formula of [□24Gua12]Mn17.72{Bi(SCN)6(OH2)0.625}16.2

or [□ 4
3
Gua 2

3
]Mn 17.72

18
{Bi 16.2

18
(S 16.2

18
C 16.2

18
N 16.2

18
)6(OH2) 10.125

18
}. No additional thiocyanate lig-

ands could be located around the partially occupied Bi sites, probably due to the low
occupancy. For clarity to show the positions of the vacant sites, in Fig. 6.7 the structure
is shown without the partially occupied metal sites.
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The axes of the pseudocubic metal cages are defined by the [1̄10], [110] and [001] di-
rections of the unit cell. Along the [1̄10] and [110], the octahedra exhibit a tilt pattern
of + − + − ++, if no metal vacancies are present. Along the [001] direction, all the
octahedra tilt in-phase, giving a sequence of a+−+−++b+−+−++c+ (Fig. 6.8).

Figure 6.7: The structure of Gua 2
3
Mn 17

18
Bi 16

18
from single crystal X-ray diffraction (120 K). Partially occupied

metal and ligand sites are shown as vacant. a) View along the c axis. b) One layer, showing the pseudocubic
cages (red lines), where the Mn and Bi vacancies are observed in (2 × 2 × 1) blocks. The Gua cations
(C(NH2) +

3 ) have been identified in green, either the C and N atoms, or only the C atom. c) The difference
electron density map from X-ray diffraction (isosurface cut −3.4 to +1.05 eÅ−3), showing a selected area of
the unit cell. The identified cations are circled in green: dark green where C and N atoms have been located,
and light green for only C atoms located. The orange circles identify sites within the pseudocubic cages with
metal vacancies where the remaining A-site species are most likely located. Pink = positive scattering density,
blue = negative scattering density. d) A view of one layer along the [001] direction, showing the ordering of
the A-site species. Green indicates the Gua cations which have been identified (dark = C and N atoms, light
= C atoms only) and orange indicates the metal cages where the remaining Gua cations are likely positioned.
Mn = pink, Bi = purple, N = blue, C = black, S = yellow, O = red, Gua cations C(NH2) +

3 = green. The
hydrogen atoms could not be located.
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Figure 6.8: The octahedral tilt pattern of Gua 2
3
Mn 17

18
Bi 16

18
which is observed along the [1̄10] and [110]

directions, here viewed along the [1̄10] direction for a row of octahedra where no metal sites or thiocyanates
are vacant. The red lines join the metal centres, denoting the edges of metal cages. a) Left: View of the
octahedra along the [1̄10] direction. Mn = pink octahedra, Bi = purple octahedra, N = blue, C = black,
S = yellow, O (water) = red. Right: same view, with the ligand atoms coloured grey except for the atoms
participating in the rotation of octahedra along the [1̄10] direction. Octahedra that rotate clockwise (relative
to the direction of view, tilting of the front Bi octahedron) have the ligands coloured beige, and anticlockwise
rotations have ligands highlighted in green. b) The row of octahedra viewed along [110]. Where two adjacent
ligands have the same colouring, the octahedra tilt in the same sense and are assigned ”+” in Glazer notation.
Adjacent beige and green ligands show neighbouring octahedra rotating in the opposite directions and are
assigned ”−” in Glazer notation. c) The two orientations of the Gua cations, perpendicular to the [001]
direction.
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Within a layer of metal cages (for example between (x, y, 0.12) and (x, y, 0.38)), the
Gua cations are aligned along the {110} planes. Shifting along the [001] direction to
adjacent layers (for example between (x, y, 0.38) and (x, y, 0.63)), the Gua cations are
parallel to the {1̄10} planes (Fig. 6.8c).

The A-sites order in “Z-blocks”, where the body are (2 × 1 × 1) units (Fig. 6.7d, green
squares), with (1 × 1 × 1) head and tail units (Fig. 6.7d, orange squares) which are
situated within the cages with metal vacancies. The rows of vacant cages occur once
every three rows, separating each (2 × 2) row of Z-blocks.

6.3.3 Magnetisation

The bulk magnetic properties of KMnBi, NH4MnBi and Gua 2
3
Mn 17

18
Bi 16

18
were explored

through susceptibility measurements. In addition, isothermal magnetisation data were
collected at 2 K for KMnBi and Gua 2

3
Mn 17

18
Bi 16

18
.

KMnBi shows paramagnetic behaviour, with the susceptibility continually increasing as
the temperature is decreased (Fig. 6.9a). The high temperature Curie constant C =
4.5(2) emu K mol−1, which is slightly larger than the spin-only value Cspin only = 4.375
emu K mol−1 for Mn2+ ions (Fig. 6.9b). Fitting the Curie-Weiss Law to the inverse
of the susceptibility (T > 150 K) gives a Curie-Weiss temperature of θCW = −6.9(5)
K (Fig. 6.9c). There is no observable evidence of hysteresis in the isothermal magneti-
sation data for KMnBi, with saturation being reached by M5 T = 4.45(3) µB per Mn
(Fig. 6.10a). This is suggestive of very weak antiferromagnetic interactions.

The susceptibility data for NH4MnBi show no evidence of long-range magnetic ordering
as the temperature is decreased, as the susceptibility increases showing no variation
between the field-cooled and zero-field-cooled data (Fig. 6.9d). This suggests NH4MnBi
behaves as a paramagnet down to 2 K. From the high temperature-magnetic susceptibility
product, C = 4.7(4) emu K mol−1, which is larger than the spin-only value for Mn2+

ions (Fig. 6.9e). The Curie-Weiss temperature, θCW = +3.0(2) K (fitting T > 150 K),
which is close to the expected value of θCW = 0 K for a paramagnet (Fig. 6.9f).

The susceptibility of Gua 2
3
Mn 17

18
Bi 16

18
increases as the temperature is lowered showing

no cusp and no variation between the field-cooled and zero-field-cooled data, indicating
paramagnetic behaviour on cooling to 2 K. The Curie constant C = 3.9(2) emu K mol−1,
which is slightly smaller than the spin-only value for Mn2+ ions (Fig. 6.9h). Fitting the
Curie-Weiss Law to the high temperature data (T > 150 K) gives θCW = +3.3(2) K
(Fig. 6.9i). There is no observable evidence of hysteresis in the isothermal magnetisation
data of Gua 2

3
Mn 17

18
Bi 16

18
, with saturation being reached at M5 T = 4.92(3) µB per Mn

153



Figure 6.9: The magnetometry results for KMnBi (a, b and c), NH4MnBi (d, e and f) and Gua 2
3
Mn 17

18
Bi 16

18
(g, h and i). a), d) and g) are plots of the susceptibility under field-cooled (FC) and zero-field-cooled
(ZFC) conditions. The temperature-magnetic susceptibility product in b), e) and h) are shown with the high
temperature spin-only Curie constant Cspin only = 4.375 emu K mol−1 (dashed line). c), f) and i) The inverse
magnetic susceptibilities with a Curie-Weiss fit (solid black line) for the temperature range 100 < T < 300
K, with calculated Curie-Weiss temperatures, θCW, of c) θCW = −6.9(5) K, f) θCW = +3.0(2) K and i)
θCW = +3.3(2) K.

(Fig. 6.10b).

For the three compounds, the magnetometry data suggest that there is no long-range
magnetic ordering occurring down to 2 K, with the Mn2+ ions behaving as paramagnets.
The discrepancies between the measured C and the expected Cspin only values are likely to
arise from mass errors when preparing the samples for the measurements. The irregular
changes to χT for KMnBi and Gua 2

3
Mn 17

18
Bi 16

18
below 100 K (Fig. 6.9b, h), are possibly

caused by the freezing of atmospheric oxygen.348
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Figure 6.10: The isothermal magnetisation data, measured at 2 K, for a) KMnBi and b) Gua 2
3
Mn 17

18
Bi 16

18
.

6.4 Discussion

From diffraction measurements, several new structures have been identified for the AMnBi
compounds, A = K+, NH +

4 , Cs+, Gua. A common feature of all the frameworks is the M-
site rocksalt ordering. The arrangement is likely driven by the thiocyanate ligand, which
acts as a template for the metal positions, as a result of the alternate reactivities of the
N and S termini. Thiocyanate frameworks do not tend to exhibit ligand orientational
disorder, even if there is one only M-site species present.78,80,81 However, where there is a
mix of M-site species, such as in AMnBi, [NH4]2Ni{Cd(SCN)6},97 [□A]Ni{Bi(SCN)6}98 or
Mn{Pt(SCN)6},99 the first row transition metals coordinate with [MN6] octahedra M =
Mn, Ni, and the metals with more diffuse electron density coordinate as [M′S6] octahedra,
M′ = Bi, Cd, Pt. M-site rocksalt ordering is commonly observed in atomic-based double
perovskites, with abundant examples within the oxide and halide families.349–351

Generally, to encourage rocksalt ordering, large differences in the M/M′ electron densitites
are required.140 For the thiocyanate frameworks, the ordering pattern is dictated by the
ligand coordination requirements rather than inherent charge variances of M/M′.

Despite the similarity in topology and M-site ordering of the AMnBi compounds, the
overall structures show variations. The determination of the structures, relies on the
A-site cations and octahedral tilt patterns. A-site ordering is typically not observed in
perovskite structures, but usually adhere to layered ordering when present to reduce
strain of the [MX6] octahedra which distort as a result,140 such as □ 2

3
Ln 1

3
TaO3 Ln =

lanthanides, La to Yb,136 or □ 2
3
La 1

3
NbO3.352 Similar to the AMnBi compounds, the A-

site ordering occurs between species and vacancies. With the exception of KMnBi which
exhibits rocksalt ordering, the A-site orderings for AMnBi are complex, with the cations
arranging in two-dimensional blocks.

The A-site ordering of NH4MnBi and CsMnBi occur as 3 × 3 × 1 blocks. Block ordering
is unusual, having only been reported for the Ni analogue [□MA]Ni{Bi(SCN)6} MA =
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CH3NH
+

3 , which adopts 1 × 2 × 3 blocks of occupied A-sites.98 Although, the size of the
cation is an important factor in predicting the structure, for thiocyanate perovskites, the
radius of the A-site species cannot be used as the only indicator to predict the structure
of the compounds. It is common to observe isostructural compounds with NH +

4 and
K+ A-site species, as reported in thiocyanates,98 and formates353 as well as for other
molecular frameworks354,355 and atomic compounds.356 NH4MnBi (rNH+

4
= 1.46 Å)357

and KMnBi (rK+ = 1.38 Å)358 have similar radii, which is attributed to the formation
of the isostructural compounds. Similarity in the structures of NH4MnBi and CsMnBi
(rCs+ = 1.81 Å)359 is likely related to the additional OH2 molecules present in the A-sites.
OH2 (rOH2 = 2.8 Å)360 is a larger cation, and possibly has an occupation greater than
1 in some of the A-sites, which would increase the effective radius of the A-site species
further.

The combination of site ordering and tilt sequences can systematically lower the symmetry
from the aristotype Pm3̄m perovskite. For KMnBi and Gua 2

3
Mn 17

18
Bi 16

18
this results in

the structures adopting non-centrosymmetric space groups, the only polar thiocyanate
perovskites to be reported. KMnBi crystallises in the monoclinic space group Pn. The
a−a−c+ tilt sequence is the most commonly reported pattern in atomic perovskites,140

and is also observed in perovskites with molecular ligands including AMn(HCOO)3 A
= CH3NH

+
3 and (CH2)3NH

+
2 .100,361 In double oxide perovskites, AA′MM′O6 with M-

site rocksalt ordering and the absence of A-site order, the a−a−c+ tilt sequence leads
to P21 symmetry.362 This has been reported for La2LiSbO6

363 and Sr2NbBiO6.364 For
KMnBi, the A-site rocksalt ordering further lowers the symmetry to Pn. It is a common
perovskite-design strategy to access polarity by incorporating polar A-site cations which
remove inversion centres as the ions lose their dynamic disorder at low temperatures, such
as [C5H13NBr]Mn(dca)3 dca = N(CN)2

125 and [(CH3)2NH2]Zn(HCOO)3.114 However, for
KMnBi the spherical K+ cation does not inherently activate the polar symmetry, instead
it is the combination A-site and M-site orderings which realises this structure.

The significance of the A-site ordering can also be observed by comparing KMnBi to
[□K]Ni{Bi(SCN)6} which exhibits columnar A-site order. The M-site ordering and tilt
sequence are the same in both compounds, possibly suggesting that it is the extent
of tilting, i.e. the Bi−Ni−N and Ni−Bi−S bond angles compared to Bi−Mn−N and
Mn−Bi−S, that might drive the A-site ordering, such as is observed for CaFeTi2O6.343

Within the limits of the electron diffraction data, the bond angles cannot be quantitatively
discussed for KNiBi, it would be necessary to obtain a model from higher resolution single
crystal diffraction data to confirm this.

It is unusual to observe two species occupying a single cage, such as is potentially observed
fo the S4 sites in NH4MnBi and CsMnBi. The dimensions of the pseudocubic cage are
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related to the length (or radius for atomic compounds) of the X species. Atomic-only per-
ovskites likely have pseudocubic cages which are too small to accommodate more than one
A-site cation. However, this has not been knowingly reported for other thiocyanate or for-
mate frameworks,98,102 yet, both a cation and a co-crystal are observed within the frame-
work of [NBu4]Mn(Au(CN)2)3, NBu4 = N(C4H9)

+
4 .365 The inclusion of the additional

extra-framework components are believed to occur from a size mismatch between the large
[Mn8(Au(CN)2)12] pseudocubic cage, and the significantly smaller NBu4 cation. Water up-
take has been reported for the A-site vacant □2Cr{Bi(SCN)6} to [□(H2O)]Cr{Bi(SCN)6}
where half the A-sites are occupied by water.77 Although this is a reversible process, it
suggests that the thiocyanate perovskites show a propensity for reducing the volume of
empty space within the framework. In both NH4MnBi and CsMnBi, the additional OH2

molecules result in fewer (7/8) vacant A-sites than the expected (8/8).

The cation ordering of Gua 2
3
Mn 17

18
Bi 16

18
is complex, with Z-block A-site ordering, and

additional A-site vacancies which are charge balanced by the removal of Mn and Bi
M-sites. If Gua 2

3
Mn 17

18
Bi 16

18
had no metal site or thiocyanate deficiencies, the expected

number of Gua cations would be 18. As a consequence of the additional M-site vacancies,
the compound has 2/3 the expected A-site occupancy. This bears resemblance to the Ni
analogue Gua3Ni6[Bi(NCS)6]5,98 however, here only Bi and ligand vacancies are observed.
This appears to be a feature of thiocyanate perovskite frameworks with Gua cation, as
opposed to all molecular-based frameworks, since compounds such as GuaM(HCOO)3

M = Mn, Fe, Co, Ni, Cu, Zn8 and GuaMn(H2POO)3
340 do not exhibit M-site or ligand

vacancies.

It was noted for Gua3Ni6[Bi(NCS)6]5 that the M- and X-site vacancies and reduction
in Gua cations result in a lower volume than expected given the Gua radius.98 The
averaged M8(NCS)12 pseudocubic cage dimension reported for Gua3Ni6[Bi(NCS)6]5, apc,
is 6.0626 Å, and a pseudocubic volume, vpc of 222.836 Å3.98 Gua 2

3
Mn 17

18
Bi 16

18
has notably

similar dimensions, apc = 6.07(3) Å and vpc = 223.3(2) Å3. It is possible that the
Mn analogue adopts a structure with additional M-site vacancies to achieve the lowered
volume whilst accounting for the typically longer Mn−N bond lengths compared to Ni−N
observed in thiocyanate frameworks.80 For comparison, the pseudocubic cage and volume
for GuaMn(HCOO)3 are of similar dimensions, apc = 6.14 Å and vpc = 231.6 Å3,8

potentially demonstrating the lack of need for vacancies in the compound. The other
reported compounds, NH4MnBi, CsMnBi and KMnBi, adopt frameworks with similar
pseudocubic dimensions of apc = 6.11(3) Å, 6.17(3) Å and 6.09(3) Å.
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Figure 6.11: a) The A-site order of [DAB]Mn2(H2POO)6.340 The pseudocubic cages, edges represented by
red lines, shaded blue to show the occupied cages. Due to the flexibility of the H2POO– ligands, some atoms
of a ligand are positioned within one cage, and other atoms within the adjacent cage, leading to some of the
ligands being only partially visible in the figure. b) The DAB (1,4-diazabicyclo[2.2.2]octane-1,4-diium) cation.
Mn = navy blue, O = red, P = green, C = black, N = blue. Hydrogen atoms have been removed for clarity.

Complex A-site order has also been reported for complexes with large, doubly charged
cations in perovskites, such as the DAB cation (DAB = 1,4-diazabicyclo[2.2.2]octane-
1,4-diium, in HN(C2H4)3NH

2+) in [DAB]Mn2(H2POO)6
340 and TPCn ([(C3H7)3N(CH2)n-

N(C3H7)3]2+, n = 4, 5) in [TPC]nMn2(dca)6.366 These divalent cations are large enough
to stradle two pseudocubic cages, ordering with a head-to-tail or herringbone pattern,
which is directly dependent on the length of the A-site species (proportional to n).366

To the best of my knowledge, the closest complex A-site ordering to Gua 2
3
Mn 17

18
Bi 16

18
is reported for [DAB]Mn2(H2POO)6. The A-site ordering follows corrugated, stair-like
rows, diagonal to the pseudocubic cage axes, alternating between filled and vacant rows
(Fig. 6.11). It is suggested the hypophosphite adopts this ordering due to the bulkier
A-site cation, as this ordering permits N−H· · ·O hydrogen bond interactions. It is also
noted that, similar to the double perovskite thiocyanate frameworks, the vacant cages
have the H2POO– ligands pointing within the cage.98

6.5 Conclusion

This work has demonstrated the synthesis and determination of crystal structures for four
manganese(II) bismuth(III) thiocyanate frameworks. The structural analysis employed a
range of diffraction techniques, for NH4MnBi single crystals of suitable dimensions were
obtained to allow for neutron diffraction measurements. In addition, Gua 2

3
Mn 17

18
Bi 16

18
and

CsMnBi were determined with single crystal X-ray diffraction. Although large single crys-
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Figure 6.12: A summary of the A-site cation ordering and octahedral tilt sequences for [□A]Mn{Bi(SCN)6}
compounds. Red lines connect the Mn and Bi atoms, indicating edges of the pseudocubic cages. Filled cages
indicate occupied A-sites. For NH4MnBi, the green cages represent A-sites occupied by only NH +

4 cations
and purple cages show mixed NH +

4 and OH2 occupation. For CsMnBi, teal cages show A-site Cs+ cations
and the red cage for OH2 A-sites. The thiocyanate ligands are shown in grey, Mn = pink, Bi = purple.

tals were not grown for KMnBi the structure was solved through single crystal electron
diffraction refinements.

Despite the chemical similarities between Mn and Ni, these compounds are not isostruc-
tural to their Ni analogues. The M-sites consistently exhibit rocksalt ordering, templated
by the thiocyanate anions, however, the overall structures are dictated by the combina-
tion of the A-site cation incorporated and the octahedral tilt sequence. A-site cation
ordering is present in all of the compounds with several complex orderings reported for

159



NH4MnBi, Gua 2
3
Mn 17

18
Bi 16

18
and CsMnBi. Moreover, NH4MnBi and Gua 2

3
Mn 17

18
Bi 16

18
ex-

hibit octahedral tilt sequences which have not knowingly been reported previously.

Unlike most atomic perovskites, synthesising thiocyanate-based perovskite frameworks
permit multiple site orderings. These orderings, A-site, M-site and octahedral tilt
patterns, welcome control over the structure, and, in some cases such as KMnBi
and Gua 2

3
Mn 17

18
Bi 16

18
, adopt polar structures, without the need for A-site orientational

order-disorder phase transitions to occur.

6.6 Experimental

6.6.1 Synthesis

Bi(NO3)3 · 5H2O (251 mg, 1 mmol) was suspended in butanone (CH3COC2H5, 5 mL)
and KNCS (583 mg, 6 mmol) was added, forming an opaque yellow-orange solution with
a white precipitate. Mn(NO3)2 · 4H2O (251 mg, 1 mmol) was added and the mixture was
stirred overnight. The mixture was filtered and the yellow-orange solution was removed
in vacuo, yielding an orange microcrystalline powder of KMn{Bi(SCN)6}.

Analogous syntheses were carried out for the other A-site cations, replacing KNCS with
the appropriate thiocyanate salt. CsMnBi was synthesised from CsNCS (1146 mg, 6
mmol), NH4MnBi from NH4NCS (457 mg, 6 mmol) and Gua 2

3
Mn 17

18
Bi 16

18
from GuaNCS

(709 mg, 6 mmol). The synthesis of NH4MnBi for neutron diffraction measurements and
CsMnBi were synthesised using acetone (CH3COCH3) as the solvent.

Single crystals of NH4MnBi, CsMnBi and Gua 2
3
Mn 17

18
Bi 16

18
were obtained by slow evapo-

ration recrystallisations from their mother liquor for a duration of 2 to 7 months.

6.6.2 Powder X-ray diffraction

Powder X-ray diffraction data were collected for CsMnBi by myself using a Malvern PAN-
alytical Xpert MPD (University of Nottingham) operating in Bragg-Brentano geometry
equipped with PIXcel area detector and a sealed tube Cu source operating at 40 kV
and 40 mA. A Johansson focussing beam monochromator selected pure Kα1 radiation
(λ = 1.542 Å). The incident and diffracted beam path passes through a pair of 0.04 rad
Soller slits to reduce axial beam divergence. A fixed 1° anti-scatter slit were used in the
incident beam path.

Data were collected with a step size of 0.013° in continuous mode and a scan speed of
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26 seconds per step. Four repeated scans were measured and summed after inspection
to ensure no sample degradation had occurred. The sample holder was spun with a
duration per spin of 8 seconds. Structural refinements were carried out using the FullProf
program.37

Powder X-ray diffraction data were collected for KMnBi by myself using a Panalytical
Empyrean X-ray diffractometer (Institut Laue Langevin) equipped with GaliPIX3D area
detector and a sealed tube Cu source (λ = 1.542 Å) operating at 40 kV and 40 mA. The
incident and diffracted beam path passes through a pair of 0.04 rad Soller slits to reduce
axial beam divergence. The sample was prepared between two layers of Kapton film.

Data were collected with a step size of 0.02° in continuous mode and a scan speed of 15
seconds per step. Repeated scans were measured and merged after inspection to ensure
no sample degradation had occurred. The sample holder was spun with a duration per
spin of 4 seconds. Structural refinements were carried out using the FullProf program.37

6.6.3 Single crystal X-ray diffraction

Single crystal X-ray diffraction was carried out for NH4MnBi and Gua 2
3
Mn 17

18
Bi 16

18
by

myself. Single crystals were selected and mounted using Fomblin® (YR-1800 perfluo-
ropolyether oil) on a polymer-tipped MiTeGen MicroMountTM and cooled rapidly to
120 K in a stream of cold N2 using an Oxford Cryosystems open flow cryostat.266 Single
crystal X-ray diffraction data were collected on an Oxford Diffraction GV1000 (AtlasS2
CCD area detector, mirror-monochromated Mo-Kα radiation source; λ = 0.71073 Å; ω

scans, University of Nottingham). Cell parameters were refined from the observed posi-
tions of all strong reflections and absorption corrections were applied using a Gaussian
numerical method with beam profile correction (CrysAlisPro).267

The structures were solved within Olex2268 by dual space iterative methods (SHELXT),27

least squares refinement of the structural model was carried using (SHELXL).269

Single crystal X-ray measurements were carried out for CsMnBi at ambient temperature
using a Bruker D8 Venture diffractometer by Dr Laura Cañadillas Delgado (Institut Laue
Langevin, ILL) and Dr Oscar Fabelo (ILL). A graphite monochromatic radiation source
from Ag-Kα radiation, λ = 0.56086 Å was used. The samples were mounted on thin glass
fibres attached to brass pins and mounted onto goniometer heads. Data were collected at
273 K. Cell parameters were refined from the observed positions of all strong reflections
and absorption corrections were applied using a Gaussian numerical method with beam
profile correction (APEX2).367

Structure solution for CsMnBi was carried out using SHELXT27 and refinements were
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made with SHELXL269 by Dr Laura Cañadillas Delgado. The non-hydrogen atoms were
refined anisotropically with displacement parameters.

6.6.4 Single crystal electron diffraction

Microcrystal electron diffraction data were collected for KMnBi by Dr Jakub Woj-
ciechowski (Rigaku Europe SE, Germany), Dr Robert Bücker (Rigaku Europe SE,
Germany) and Dr Stephen Argent (University of Nottingham) using the Rigaku XtaLAB
Synergy-ED electron diffractometer.368 A JEOL 200 kV electron source (λ = 0.02510 Å)
was used with a Rigaku HyPix-ED hybrid-pixel detector. A total of 9 different crystals
were measured. Individual datasets of each crystal were collected at room temperature.
For all datasets, indexing, integration and space group determination were performed
using CrysAlisPro version 43.62a.369 Datasets with similar unit cells and symmetry were
scaled and merged (three datasets) using CrysAlisPro to obtain more complete and
redundant data.

The integrated data were solved by Dr Stephen Argent and myself using direct methods
with SHELXT,27 and refinements were made with SHELXT and SHELXL within the
OLEX2 graphical interfaces.268,269 Rigid bond, atom distance and anisotropic displace-
ment parameter restraints were applied to all N, C and S atoms during the refinements.

6.6.5 Single crystal neutron diffraction

Monochromatic single crystal neutron diffraction data for NH4MnBi were collected by
Dr Laura Cañadillas Delgado (Institut Laue Langevin, ILL), Dr Oscar Fabelo (ILL), Dr
Matthew Cliffe (University of Nottingham) and myself on the four-circle D19 diffrac-
tometer (ILL). Neutrons with a wavelength of 1.458 Å were used, provided by a flat Cu
monochromator using the 220 reflection at 2θM = 69.91° take-off angle. The samples
were each placed in a closed-circuit displex cooling device, which was operated following
a ramp of 2 K min−1. Measurements were taken at 20 K and at 250 K. An additional
crystal was measured at 20 K as well. NOMAD software from the Institut Laue Langevin
was used for data collection.225

Unit cell determinations were performed using PFIND and DIRAX programs, and pro-
cessing of the raw data was applied using RETREAT, RAFD19 and Int3D programs.226–229

The data were corrected for the absorption of the low-temperature device using the
D19ABSCAN program.230 The structure was solved using SUPERFLIP28 and refined
using Jana2006.36
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6.6.6 Magnetometry

Measurements of the magnetic susceptibility were carried out by Dr Matthew Cliffe and
myself for KMnBi, NH4MnBi and Gua 2

3
Mn 17

18
Bi 16

18
using a Quantum Design Magnetic

Property Measurements System (MPMS) 3 Superconducting Quantum Interference De-
vice (SQUID) magnetometer. The zero-field-cooled and field-cooled susceptibility was
measured in an applied field of 0.01 T over the temperature range 2−300 K. As M(H) is
linear in this field, the small-field approximation for the susceptibility, χ(T) ≃ M

H
, where

M is the magnetisation and H is the magnetic field intensity, was taken to be valid.

Isothermal magnetisation measurements were carried out at 2 K over the field range −5
to +5 T. Data were corrected for diamagnetism of the sample using Pascal’s constants.41

6.7 Appendix

Table 6.2: Summary of the different site orderings (A-site, M-site and octahedral tilt sequences) observed for
the series of [□A]Mn{Bi(SCN)6} compounds

Ordering K Cs NH4 Gua

A-site Rocksalt 3 × 3 × 1 blocks 3 × 3 × 1 blocks Z-blocks
M-site Rocksalt Rocksalt Rocksalt Rocksalt
Tilt a−a−c+ a+−b+−c+ a+−b+−c+ a+−+−++b+−+−++c+

Figure 6.13: The derivative of the susceptibility for a) KMnBi, b) NH4MnBi and c) Gua 2
3
Mn 17

18
Bi 16

18
, with no

obvious cusp, suggesting long-range magnetic ordering does not take place down to 2 K.
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Figure 6.14: The derivative of the magnetisation at 2 K for a) KMnBi and b) Gua 2
3
Mn 17

18
Bi 16

18
.
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Table 6.3: Single crystal experimental details for Gua 2
3
Mn 17

18
Bi 16

18
(X-ray data) and NH4MnBi (neutron data).

OH2 content has been estimated to be x = 2/8. S = ”Goodness of fit”

Crystal data Gua 2
3
Mn 17

18
Bi 16

18
NH4MnBi

Chemical formula Bi16C106H96Mn17N130O12S94 C6H5.5Bi1Mn1N7O0.75S6
Mr 10674.50 643.965
Temperature (K) 120 20
λ (Å) 0.71073 1.458
Radiation type Mo-Kα X-rays Neutron
Crystal system Orthorhombic Orthorhombic
Space group Fdd2 Pnnn
a (Å) 52.4523(9) 24.371(3)
b (Å) 52.4682(9) 24.422(3)
c (Å) 24.4182(4) 12.4418(17)
V (Å3) 67201(2) 7405.1(17)
Z 128 16
µ (mm−1) 9.93 0.003
Crystal size (mm) 0.10 × 0.05 × 0.03 3 × 3 × 1

Data collection
Diffractometer GV1000, AtlasS2 D19 (ILL)
No. of measured reflec-
tions

453600 24833

No. of independent re-
flections

60468 3874

No. of observed [I >
2σ(I)] reflections

41455 2086

Rint 0.1005 0.099
(sin θ/λ)max (Å−1) 0.650 0.599
Data completeness 0.997 0.94

Refinement
R[F 2 > 2σ (F 2)] 0.1494 0.1481
ωR(F 2) 0.3027 0.1469
S 1.02 3.68
No. of parameters 1443 392
∆ρ >max, ∆ρ >min (e
Å−3)

+7.4, −3.6 −
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Table 6.4: Single crystal X-ray diffraction experimental details for CsMnBi. OH2 content has been estimated
to be x = 2/8. S = ”Goodness of fit”

Chemical formula C6H5.5Bi1Mn1N6O0.25S6
Mr 749.51
Temperature (K) 273
λ (Å) 0.56086
Radiation type Ag-Kα X-rays
Crystal system Orthorhombic
Space group Pnnn
a (Å) 24.7803(7)
b (Å) 24.8038(7)
c (Å) 12.4386(4)
V (Å3) 7645.3(4)
Z 16
µ (mm−1) 6.64
Crystal size (mm) 3 × 3 × 1

Data collection
Diffractometer Bruker D8 Venture
No. of measured reflec-
tions

235994

No. of independent re-
flections

18782

No. of observed [I >
2σ(I)] reflections

10132

Rint 0.0799
(sin θ/λ)max (Å−1) 0.60
Data completeness 0.999

Refinement
R[F 2 > 2σ (F 2)] 0.0632
ωR(F 2) 0.213
S 1.05
No. of parameters 454
∆ρ >max, ∆ρ >min (e
Å−3)

+8.63, −3.58
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Chapter 7

Conclusions and Outlook

The aim of this thesis was to explore the interplay between crystallographic and magnetic
properties in molecular-based frameworks. This was accomplished through the synthesis
of unreported thiocyanate and formate-based framework compounds, and performing
structural and magnetic characterisations. In particular, the use of neutron diffraction
was employed to simulatenously probe the nuclear and magnetic structures.

By tuning the composition of AMXn compounds, the thesis has demonstrated that a
diverse range of topologies exist. The crystallographic structures can show profound
changes as the composition is altered. Although this is well-trodden ground for com-
pounds with atomic components, where many compounds can be reliably predicted using
radius ratio of the components,5,6 this is does not follow for molecular-based compounds.
Due to the flexibility in the coordination angles of the thiocyanate ligand and the ad-
ditional A-site volume induce by the longer ligand, these molecular frameworks studied
show the versatility of molecular ligands. Structures have been attained that are difficult
to synthesise using atomic ligands, such as molecular-based post-perovskites (Chapter 3)
and can incorporate a larger A-site cations (Chapter 2). With varied site composition,
combined with the inherent flexibility of the framework, unconventional structural order-
ings (Chapter 6) and modulated structures (Chapter 5) can be identified. Expanding the
range of structures and framework topologies broadens the understanding of the complex
harmony between the composition and the structure of molecular compounds.

Conversely, it is not a necessity to augment the crystal structure to prompt marked
changes to the magnetic behaviour of compounds. Magnetic materials are promising
candidates to integrate in future spintronic devices. In order to make these materials
functional, it is necessary to harness the magnetic properties in a manner that can be
simply tuned and selected as requested. The magnetic ordering temperature can be
controlled through metal substitution (Chapter 5), or through external stimuli (pressure,
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Chapter 4). More drastically, the magnetic structure can be altered through metal substi-
tution (Chapter 3), with non-collinear magnetic structures currently being held in high
regard as materials to be employed in functional devices a result of their more robust
nature against external magnetic fields.370

Following this work presented, I would recommend expanding the scope of, in particular,
thiocyanate-based frameworks, to incorporate 4d transition metals as M-site components.
With more diffuse valence orbitals than metals in the 3rd period, the 4d transition met-
als can exhibit greater efficiency in orbital overlap and a wider range of metal−ligand
bonding angles,371 potentially giving rise to unusual structural orders. From a magnetic
perspective, strong spin-orbit coupling is exhibited in 4d metals, which shows promise in
promoting complex spin textures and non-collinear magnetic orderings.372,373

In conclusion, this thesis has demonstrated there is a careful balance between the chem-
ical composition and the structural and magnetic behaviours of molecular-based frame-
works. Unexpected and unconventional structures and characteristics should be enjoyed
as further chemical space is explored. Our knowledge is broadened by the simultaneous
investigations of new crystallographic structures and their physical properties, and as our
understanding of molecular-based frameworks continues to be consolidated, their future
utility as functional materials is necessarily progressed.
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Appendix A

The following pages include the article published from the results in Chapter 3. It reports two previously
unpublished thiocyanate post-perovskites as well as, determination of the magnetic structures of post-
perovskites using neutron diffraction.
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Non-collinear magnetism in the post-perovskite
thiocyanate frameworks CsM(NCS)3†
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AMX3 compounds are structurally diverse, a notable example being the post-perovskite structure which

adopts a two-dimensional framework with corner- and edge-sharing octahedra. Few molecular post-

perovskites are known and of these, none have reported magnetic structures. Here we report the

synthesis, structure and magnetic properties of molecular post-perovskites: CsNi(NCS)3, a thiocyanate

framework, and two new isostructural analogues CsCo(NCS)3 and CsMn(NCS)3. Magnetisation

measurements show that all three compounds undergo magnetic order. CsNi(NCS)3 (Curie temperature,

TC = 8.5(1) K) and CsCo(NCS)3 (TC = 6.7(1) K) order as weak ferromagnets. On the other hand,

CsMn(NCS)3 orders as an antiferromagnet (Néel temperature, TN = 16.8(8) K). Neutron diffraction data of

CsNi(NCS)3 and CsMn(NCS)3, show that both are non-collinear magnets. These results suggest

molecular frameworks are fruitful ground for realising the spin textures required for the next generation

of information technology.

1 Introduction

A unifying goal in solid-state science is control over the physical
properties of materials, and the tunability of perovskites is
perhaps the most striking example. Traditionally these
compounds are three-dimensional frameworks with a general
chemical formula AMX3 built from [MX6] corner-sharing octa-
hedra. Through substitution of the A, M and X ions, materials
with remarkable magnetic,1 electronic conductivity,2 photovol-
taic3 and non-linear optical properties4 have been created.

The perovskite structure is, however, only one of a wide-range of
AMX3 structure-types, with perhaps the most closely related being
the post-perovskite structure. In contrast to perovskites, post-
perovskites contain [MX6] octahedra that both edge- and corner-
share, resulting in two-dimensional anionic [MX3] layers, rather
than a three dimensional framework. These layers are stacked with
interstitial A cations positioned between them. Post-perovskites
are amongst the most abundant terrestrial minerals, as the

MgSiO3 perovskite that makes up much of the Earth's lower
mantle undergoes a critical high-pressure and temperature phase
transition (PC z 125 GPa, TC z 1250 K) to the post-perovskite
structure-type near the mantle–core boundary.5,6 Due to the diffi-
culty of reaching these extreme pressures, post-perovskites which
form at more accessible pressures and can be recovered on
quenching have proved useful analogues. These include the
second- and third-row transition metal oxides AMO3, A = Na, Ca,
and M = Pt, Rh, Ir (Psyn z 5 GPa);7–10 and rst-row uorides
NaMF3, M = Mg, Ni, Co, Fe, Zn.11–15 A handful of post-perovskite
compounds can even be obtained at ambient conditions: notably
CaIrO3,16 the post-actinide chalcogenides AMnSe3 (A= Th, U)17 and
UFeS3,18 and TlPbI3.19 As a result of this synthetic challenge,
systematic tuning of the properties of post-perovskites ismuch less
well explored than for perovskites.

In particular, there are limits on our current understanding of
the magnetic properties of post-perovskites, in part because
neutron diffraction studies require large sample sizes. This is
despite the fact that post-perovskites, unlike perovskites, tend to
have non-collinearmagnetic structures.12,15,16,20 As a result, both the
exploration of fundamental properties of post-perovskites and the
potential utility of their non-trivial spin textures for spintronic
devices21,22 or quantum memory storage23 remains limited.

In contrast to the relative scarcity of atomic post-perovskites,
molecular post-perovskites, where X is a molecular anion, are
a growing class ofmaterials.24–28Unlike their atomic analogues, the
majority ofmolecular post-perovskites are stable and synthesisable
at ambient pressure. Incorporating molecular components in
these frameworks can also allow for novel physical properties,
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arising from the additional degrees of freedom, including non-
linear optics,29 electric polarisation30,31 and complex spin textures.32

Metal dicyanamides, AM(dca)3 dca = N(CN)2
−, are the best

established family of molecular post-perovskites.33–35 The metal
ions are separated by ve-atom-bridges and tend to be
magnetically isolated, with no conclusive evidence of long-
range magnetic ordering.24,25,36 To explore collective magnetic
behaviour in molecular post-perovskite analogues we therefore
focussed on ligands capable of propagating stronger super-
exchange interactions.

Thiocyanate (NCS−) is a promising molecular ligand for
creating magnetic coordination frameworks with long-range
magnetic ordering, even over extended distances.37–42 The thiocy-
anate also has asymmetric reactivity, unlike both atomic ligands
and most common molecular ligands, e.g. formate or dca−.43

Applying the hard–so acid–base principle,44 the nitrogen
terminus is less polarisable and so coordinates preferentially to
harder rst-row transitionmetals, whereas sulfur has more diffuse
orbitals, and preferentially coordinates to soer main group
second- and third-row transition metals.38 Homoleptic framework
structures are thus comparatively rare, beyond the binary
M(NCS)2.37,38 Nevertheless, there are two reported AM(NCS)3
homoleptic frameworks with the post-perovskite structure:
RbCd(NCS)345 and CsNi(NCS)3.26

In this work, we study CsM(NCS)3, M = Ni, Mn and Co. We
describe the synthesis of CsMn(NCS)3 and CsCo(NCS)3 and
determine their structures, by single crystal X-ray diffraction, to
be post-perovskites isomorphic with CsNi(NCS)3. We used bulk
magnetometry to show that all three order magnetically.
CsNi(NCS)3 (TC = 8.5(1) K) and CsCo(NCS)3 (TC = 6.7(1) K) order
as weak ferromagnets with signicant coercive elds,
CsNi(NCS)3 HC = 0.331(2) T and CsCo(NCS)3 HC = 0.052(2) T,
whereas CsMn(NCS)3 orders as an antiferromagnet TN = 16.8(8)
K. We then report neutron diffraction measurements, with
single crystal and powder samples. These found CsNi(NCS)3 to
be a canted ferromagnet, k = (0, 0, 0), and CsMn(NCS)3 to be
a non-collinear antiferromagnet which orders with

k ¼
�
0;

1
2
;
1
2

�
and four sublattices which all order antiferro-

magnetically. Additionally, DFT calculations were undertaken
(see ESI† for details), which conrm the intralayer interactions
are at least an order of magnitude stronger than the interlayer
interactions in these compounds.

Our results suggest that magnetic molecular frameworks,
and thiocyanates in particular, are a promising ground for
exploring the magnetism of otherwise challenging to realise
structure-types. The non-collinear structures we have uncovered
in these thiocyanate frameworks via neutron diffraction suggest
that further studies of this family may uncover new routes to
complex spin textures.

2 Results
2.1 Synthesis and structure

We synthesised CsNi(NCS)3, CsMn(NCS)3 and CsCo(NCS)3 by
salt metathesis of the metal sulfate and caesium sulfate with
barium thiocyanate in aqueous solution. CsNi(NCS)3 is stable at

ambient conditions, however CsMn(NCS)3 and CsCo(NCS)3 are
sensitive to humidity. Single crystals were obtained through
slow evaporation and the structures were determined using
single crystal X-ray diffraction to have the monoclinic space
group P21/n, and to crystallise in the post-perovskite structure.
We found that, unlike the Ni and Mn analogues, the crystal-
lisation of CsCo(NCS)3 from solution typically occurs in a two
step process. Large, deep blue crystals of a second phase,
believed to be Cs2Co(NCS)4, are typically obtained, which
recrystallise into small, deep purple single crystals of
CsCo(NCS)3 if le undisturbed for several weeks in ambient
conditions.

All three compounds are isomorphic and consist of anionic
[M(NCS)3] layers in the ac plane in which the transition metal
M2+ ions are connected through m1,3NCS ligands (Fig. 1c). In
between the layers, which are stacked along the b axis, lie the
charge balancing caesium counterions. The M2+ ions are octa-
hedrally coordinated and there are two crystallographically and
chemically distinct metal sites. One transition metal ion (M1,
Wyckoff site 2c) is coordinated by four nitrogen atoms and two
sulfur atoms, whilst the second transition metal ion (M2,
Wyckoff site 2b) is bonded to four sulfur and two nitrogen
atoms. The metal octahedra corner-share along the a axis and
alternate between M1 and M2. Along the c axis, the metal
octahedra edge-share, and all the metal sites within an edge-
sharing chain are the same.

Moving along the row from manganese to nickel, the
average M–N and M–S bond lengths, dM–N and dM–S,

Fig. 1 (a) The structure of CaIrO3 with iridium polyhedra connected
via corner-sharing (a axis) and edge-sharing (c axis) [IrO6] octahedra,
Ca = blue, Ir = brown, O = red. (b) Crystal structure of CsMn(NCS)3 at
120 K obtained from single crystal X-ray diffraction. (c) A single
[Mn(NCS)3]

− layer. (d) Close-up view of the structure highlighting the
two chemically independent metal ions (M1, M2). Cs = green, Mn =
pink, N = blue, C = black, S = yellow.
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decrease: dMn–N(13 K) = 2.1607(14) Å, dCo–N(120 K) = 2.072(3)
Å, dNi–N(15 K) = 2.035(5) Å and dMn–S = 2.674(3) Å, dCo–S =

2.5652(10) Å, dNi–S = 2.350(20) Å. The M–S bond lengths
shorten to a greater extent than the M–N bond lengths, likely
as a result of the higher polarisability of sulfur. This trend is
comparable in other metal thiocyanate frameworks.37,46

There are two intralayer M/M distances, between the edge-
sharing octahedra (dM1–M1 = dM2–M2 = c) and the corner-
sharing octahedra (dM1–M2 = a). Again, moving from Mn2+

to Ni2+, the distances decrease, with dMn1–Mn1 = 5.6540(4) Å
compared to dCo1–Co1 = 5.57860(11) Å and dNi1–Ni1 =

5.5409(6) Å; and dMn1–Mn2 = 6.37315(5) Å, dCo1–Co2 =

6.30515(5) Å and dNi1–Ni2 = 6.2631(6) Å. The interlayer
spacing also decreases, with the shortest M/M distances,
dM,layer, decreasing from dMn,layer = 7.20052(15) Å, through
dCo,layer = 7.18340(10) Å to dNi,layer = 7.1050(8) Å. For the
single crystal neutron diffraction measurements of
CsNi(NCS)3 a signicantly smaller crystal was used in
comparison to the CsMn(NCS)3, which inuences the quality
of the reections, resulting in the larger errors.

In addition to this post-perovskite structure, there are two
different perovskite structure-types with composition
AM(NCS)3, CsCd(NCS)3 45 and (NH4)2NiCd(NCS)6 (ESI Fig. 7†).47

To understand the relative stability of the post-perovskite
structure compared to the perovskite-type structures, density
functional theory (DFT) calculations were performed. Hypo-
thetical perovskites were generated through atom-swaps, and
the geometry optimised relaxation, relative to the experimen-
tally observed post-perovskite structure, was calculated (Table
1). For simplicity, we focused on the spin-ferromagnetic solu-
tion of the three different structure-types for this comparison.
We found that the post-perovskite structure was more stable
than the perovskite structures by around 10 kJ mol−1 (0.1 eV per
formula unit, approximately 4kT at room temperature). This
energy is consistent with the observed exclusive formation of
the post-perovskite structure, but suggests that more unusual
experimental conditions may allow access to the perovskite
phases.

2.2 Magnetism

Having synthesised an isostructural series of thiocyanate post-
perovskites containing paramagnetic ions, we next sought to
understand their magnetic behaviour. We measured the bulk

magnetic susceptibility of each of these compounds, in an
applied eld of 0.01 T, to determine the magnetic ordering
temperature and average interaction strength. We used
isothermal magnetisation measurements at 2 K over the range
−7 to +7 T (−6 to +6 T for M = Ni) to assess the degree of
magnetic hysteresis.

The zero-eld cooled (ZFC) and eld-cooled (FC) suscepti-
bility of CsNi(NCS)3 diverge below the ordering temperature TC
= 8.5(1) K (Fig. 2a). The Curie–Weiss t of the inverse suscep-
tibility above 180 K gives a value for the Curie–Weiss tempera-
ture, qCW, of −8.6(8) K. However, this value is particularly
sensitive to the tting temperature range: qCW = +1.5(4) K when
100 < T < 300 K, whereas qCW = −12.7(8) K for a t 200 < T < 300
K. This variation is likely due to the presence of signicant
single-ion anisotropy, typical of Ni2+.48,49 The Curie constant, C,
is 0.85(2) emu K mol−1, which is lower than the spin only value,
Cspin only = 1 emu K mol−1. The lower than expected Curie
constant (ESI Fig. 1†) is likely due to a sample mass error. The
isothermal magnetisation of CsNi(NCS)3 at 2 K shows hysteresis
with a coercive eld of HC = 0.331(2) T and a remnant mag-
netisation Mrem = 0.106(1) mB per Ni, implying a canting angle
of 6.1° if there are only two distinct spin orientations. Beyond
1.19(1) T, the hysteresis loop closes and there is a magnetic
phase transition to a second magnetic phase, reaching a mag-
netisation of 1.54(1) mB per Ni at 6 T.

The magnetic susceptibility of CsMn(NCS)3 has a cusp at
16.8(8) K indicating the onset of antiferromagnetic order
(Fig. 2b). An increase in susceptibility at low temperature is
likely due to a small fraction of a hydrated impurity. Fitting the
inverse susceptibility between 100 < T < 300 K to the Curie–
Weiss law gives qCW =−33.6(2) K, and C= 3.75(2) emu Kmol−1,
which is lower than the high-spin spin only expected value of
Cspin only = 4.375 emu Kmol−1 for Mn2+. We did not observe any
evidence of hysteresis in the isothermal magnetisation data,
consistent with antiferromagnetic order. The magnetisation
reaches 1.20(6) mB per Mn at the largest eld measured (7.00(1)
T), well below the spin only saturation magnetisation, Msat. = 5
mB per Mn, indicative of the presence of signicant antiferro-
magnetic interactions. The ratio of the Curie–Weiss tempera-
ture to the ordering temperature is f= jqCW/TNj= 2.1, suggestive
of slight frustration or low-dimensionality.

Curie–Weiss tting of the magnetic susceptibility of
CsCo(NCS)3 between 100 < T < 300 K suggests predominately
antiferromagnetic interactions, qCW = −19.7(2) K. The large
Curie constant, C = 4.8(2) emu K mol−1, compared to the high-
spin spin only value Cspin only = 1.875 emu K mol−1, indicates
that the unquenched orbital moment remains signicant in
these compounds and the determined qCW therefore likely also
includes the effects of the rst order spin–orbit coupling. dc/dT
shows two sharp minima, suggesting that there are potentially
two ordering temperatures for the compound at 6.7(1) and
8.4(1) K. The isothermal magnetisation data measured at 2 K
show a hysteresis with HC = 0.052(2) T and a remnant mag-
netisationMrem= 0.400(1) mB per Co, suggesting a canting angle
of 15.3°. The hysteresis disappears at 1.86(1) T, whenM= 0.88(4
mB per Co. Above this applied magnetic eld, the magnetisation
steadily increases, reaching 2.00(7 mB per Co at 7.00(1) T,

Table 1 DFT predicted relative energies between the experimental
post-perovskite phase (CsM(NCS)3 = pPv) and the two known
AM(NCS)3 perovskite structure-types: CsCd(NCS)3 = Cs[Cd]; (NH4)2-
NiCd(NCS)6 = NH4[NiCd]. The perovskite structures were generated
by swapping the A site cation for Cs+ and the B site cation(s) by the
appropriate transition metal

M2+ E(pPv)a E(Cs[Cd])a E(NH4[NiCd])
a

Ni 0.0 +90.8 +177.3
Mn 0.0 +84.8 +137.0
Co 0.0 +286.7 +114.5

a (meV per formula unit).

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 3531–3540 | 3533
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although the moment remains unsaturated, due to a combina-
tion of single-ion anisotropy and antiferromagnetic
interactions.

Our bulk magnetic property measurements suggested that
both CsNi(NCS)3 and CsCo(NCS)3 are weak ferromagnets (can-
ted antiferromagnets), or more generally have uncompensated
magnetic moments, with appreciable hystereses and eld-
induced magnetic phase transitions. Comparatively, the
absence of hysteresis and a negative qCW for CsMn(NCS)3
suggests it is an antiferromagnet.

2.3 Neutron diffraction

To explore the magnetic properties of these post-perovskites
further, we therefore carried out neutron diffraction experi-
ments, both single crystal and powder, to determine their
ground state magnetic structures. Scale-up of our initial
synthetic routes produced high quality powder and single
crystal samples of CsNi(NCS)3 and CsMn(NCS)3 suitable for
neutron diffraction, however the two-stage synthesis of
CsCo(NCS)3 meant we were unable to obtain either large (mm3)
single crystals or gram-scale pure phase microcrystalline
powders, precluding neutron studies for this compound.

We carried out single crystal neutron diffraction measure-
ments of CsNi(NCS)3 (1.8 × 0.9 × 0.3 mm3) using the D19
diffractometer at the Institut Laue Langevin (ILL). A low
temperature data collection at 2 K, below the ordering
temperature of 8.5 K, allowed us to determine the propagation
vector to be k = (0, 0, 0) by indexing of the magnetic Bragg
reections. We combined these single crystal neutron diffrac-
tion (SCND) data with additional powder neutron diffraction
(PND) data collected on a polycrystalline sample (1.1 g) using
the powder neutron diffractometer D1b (ILL). The magnetic
space groups with maximal symmetry which permit magnetic
moments to exist on the two Ni2+ ions were determined using
the Bilbao Crystallographic Server50–52 to be P2

0
1=c

0 and P21/c
(BNS notation).51 Both of these models have the same unit cell
as the nuclear structure. We then rened models in each space
group against the combined PND and SCND data with a multi-
pattern renement and found that only P21/c was able to model
the additional intensity arising from the magnetic reections.
This rened structure shows weak ferromagnetic order with two
unique magnetic sites, corresponding to the two crystallo-
graphic Ni2+ ions (Ni1 and Ni2) in the nuclear structure. The two
moments have a magnitude of 2.01(3 mB and were constrained
to rene together with a negative correlation. The moments are

Fig. 2 Magnetic susceptibility data with an applied field of 0.01 T for (a) CsNi(NCS)3; (b) CsMn(NCS)3; (c) CsCo(NCS)3; and isothermal mag-
netisation measurements at 2 K for (d) CsNi(NCS)3 (field −6 to +6 T); (e) CsMn(NCS)3 (field 0 to +7 T); and (f) CsCo(NCS)3 (field −7 to +7 T).

3534 | Chem. Sci., 2023, 14, 3531–3540 © 2023 The Author(s). Published by the Royal Society of Chemistry
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directed predominately along the c axis with the canting only
present along the b axis. The Ni1 moments (purple arrows
Fig. 3) are canted at an angle of 162° along the −b direction,
whilst the Ni2 moments (green arrows Fig. 3) are canted at an
angle of 105° in the +b direction. The asymmetric canting of the
two sublattices results in a net magnetisation of 0.116 mB per Ni
along the b axis (+b direction). This is equivalent to a single Ni2+

canting at an angle of 6.7°, which is in agreement with the
magnetometry data. The magnetic moment of Ni1 and Ni2
present a relative tilt of 136° between them.

We found that when subtracting the 2 K PND data from the
10 K data, there are some nuclear peaks which do not directly
overlap at the two temperatures. This is particularly evident in
the (020) and (200) reections, which are themost intense in the
diffraction patterns (Fig. 3c). On heating from 2 to 10 K, the
a axis increases by 0.028%, whereas the b axis decreases in
length by 0.019%. In contrast, the c axis remains constant
within this temperature range (ESI Fig. 6†).

We were also able to measure a large single crystal of
CsMn(NCS)3 (6.3 × 2.5 × 1.1 mm3) using D19 (ILL). We found
in our diffraction data collected at 2 K, below TN = 16.8 K,
a number of additional Bragg reections (2938 unique

reections) not present in our data collected at 20 K, which
could not be indexed to the nuclear structure. We were able to
index these additional magnetic Bragg reections with

k ¼
�
0;

1
2
;
1
2

�
. Using the Bilbao Crystallographic Server we

determined the possible magnetic space groups for this prop-
agation vector to be PS�1 and PS1. We solved the magnetic
structures in both magnetic space groups, with the PS�1 better
tting the experimental data. The model comprises of four
unique magnetic sites: Mn1a and Mn1b, which arise from
nuclear site Mn1 but are in alternate layers (red and orange
arrows Fig. 4c), and Mn2a and Mn2b from nuclear site Mn2
(dark and light blue arrows Fig. 4c). The magnetic unit cell is
related to the nuclear cell as follows amag = anuc, bmag = 2bnuc
and cmag = 2cnuc. The magnitude of the moments for all Mn
sites is 4.63(9 mB and were constrained to rene with a single
moment value. We found that allowing the moments to rene
freely did not signicantly improve our t (constrained rene-
ment, c2 = 68.5 compared to free renement, c2 = 56.7), and
led to unphysically small moment sizes and unstable moment
angles. Constraining the moment angles of Mn1b and Mn2b to
be collinear (while allowing Mn1a and Mn2a to be non-

Fig. 3 Neutron diffraction data and the magnetic structure for CsNi(NCS)3. (a) Thermodiffractogrammeasured between 1.5 and 10 K on the D1b
diffractometer (ILL). The most intense magnetic Bragg reflection is indexed as the (100) planes. The Fobs against Fcalc plot obtained fromD19 data
fit (nuclear and magnetic) collected at 1.8 K (b) and Rietveld fit obtained from D1b data fit at 1.5 K (c) for the multi pattern refinement of the P21/c
magnetic model describing the magnetic structure of CsNi(NCS)3. (d) The magnetic moment of the Ni2+ ions as a function of temperature
obtained by Rietveld refinements of the data collected at each temperature point between 1.5 and 10 K. (e) Themagnetic structure of CsNi(NCS)3
viewed down the c axis. The two uniquemagnetic vectors are represented with purple arrows (Ni1) and green arrows (Ni2). The Cs+ cations have
been omitted for clarity and the thiocyanate ligands are represented as a wire frame. (f) The magnetic structure viewed down the [111] direction.
(g) Angles describing the non-collinearity of the moments.

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 3531–3540 | 3535
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collinear) gave c2 = 120.3, whilst constraining all four moments
to be collinear gave c2 = 807.6. In the determined model, each
of the four magnetic sublattices, derived from a unique Mn2+

site, order antiferromagnetically as expected from the bulk
antiferromagnetic order observed in the magnetisation data.
Mn1a and Mn2a moments, are aligned antiparallel within the
anionic layer, while Mn1b and Mn2b are at an angle of 103°
relative to each other (Fig. 4e). Powder neutron diffraction data
were collected on the D1b diffractometer, which clearly shows
the additional magnetic Bragg reections. However, the limited
data quality prevented quantitative renement of these data.

2.4 Density functional theory calculations

Our neutron analysis provided the ground states, but the
energetics which yield these states remained opaque. We
therefore turned to DFT calculations. In order to correct for the
typical delocalisation errors encountered in DFT, a Hubbard U
was incorporated.38,53 There are four nearest-neighbour inter-
actions (Fig. 5): Ja, through the M1–NCS–M2 corner-sharing
bridge; Jc1, through the M1–NCS–M1 edge-sharing chain; Jc2,
through the M2–NCS–M2 edge-sharing chain; and Jb, between

the layers. Themagnetic lattice therefore consists of rectangular
lattices in which there are two different kinds of chain along one
direction, which are then coupled together by Jb. Due to the

Fig. 4 Neutron diffraction data used to determine the magnetic structure for CsMn(NCS)3. (a) Thermodiffractogrammeasured between 1.5 and
20 K on the D1b diffractometer (ILL). Themost intensemagnetic Bragg reflection is indexed as the (100) planes. (b) The integrated intensity of the
(100) magnetic reflection at 0.81 Å−1 as a function of temperature. (c) Themagnetic structure of CsMn(NCS)3. The magnetic vectors are depicted
with red and orange arrows for Mn1 (red =Mn1a and orange =Mn1b) and blue arrows for Mn2 (dark =Mn2a and light =Mn2b). The Cs+ cations
have been omitted for clarity and the thiocyanate ligands are represented as a wire frame. (d) Fobs against Fcalc for the refinement of the PS�1
magnetic model using the magnetic reflections observed at 2 K with the D19 diffractometer (ILL). (e) The angles between the magnetic vectors.

Fig. 5 The four nearest-neighbour magnetic interactions in
CsM(NCS)3. M1 and M2 are grey and black respectively and the thio-
cyanate ligands are representedwith sulfur (yellow) and nitrogen (blue)
atoms only. Caesium cations and carbon atoms have been removed
for clarity.

3536 | Chem. Sci., 2023, 14, 3531–3540 © 2023 The Author(s). Published by the Royal Society of Chemistry
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offset of the layers, this means that if Ja, Jc1 and Jc2 are antifer-
romagnetic, we would expect this lattice to be frustrated. To
calculate each of these interactions we therefore constructed
eight 2 × 1 × 1 supercells with distinct ordering patterns (ESI
Table 1†), and tted their DFT+U energies to the following
Hamiltonian:

E ¼
X
ij

JijSi$Sj þ E0 (1)

where Jij denotes the superexchange interaction for the atom
pair ij (i.e. each interaction is counted once), jSj = 1, and E0 is
the energy of a hypothetical non-magnetic state. We found that
for CsNi(NCS)3 and CsMn(NCS)3 we could obtain self-consistent
results, but we were unable to achieve acceptable self-
consistency for CsCo(NCS)3. The residual unquenched orbital
moment for the 4T1 ground state is likely responsible for this
and suggests that higher level calculations are likely to be
required to appropriately capture the magnetic behaviour of
this compound.

Our calculations indicate that all four interactions are anti-
ferromagnetic for CsMn(NCS)3, with the interactions through
the edge-sharing chains (Jc1 and Jc2) stronger than the corner-
sharing bridge (Ja) between them (Table 2). The magnitude of
the Jb interaction is much smaller than the error and is thus not
meaningful. We found that CsNi(NCS)3 has ferromagnetic
interactions within the edge-sharing chains, with the Jc2 chain
notably stronger, and the interactions between chains are
antiferromagnetic. As with CsMn(NCS)3, the Jb interaction is
small and zero within error. From these interactions we were
able to calculate Curie–Weiss temperatures: for Mn qCW,calc. =

−22.3(5) K and for Ni JCW,calc. = −0.05(65) K which are broadly
comparable with those found experimentally. The ground states
predicted by DFT are largely consistent with those determined
experimentally, allowing for the fact that these non-relativistic
calculations cannot predict spin-canting.

3 Discussion

The CsM(NCS)3 compounds all crystallise with the post-
perovskite structure. However, unlike most atomic analogues,
these thiocyanate compounds adopt the structure at ambient
pressure. A common characteristic of atomic post-perovskites is
the presence of large octahedral tilt angles in the corresponding
perovskite phase, which leaves them more susceptible to
undergo the post-perovskite phase transition.11 Thiocyanate
perovskites are already very tilted, due to the shape of the
frontier bonding orbitals, which could explain the ease for

formation of this structure-type for CsM(NCS)3.38 Dening the
plane as the ac axes, the tilting occurring in these thiocyanate
compounds along the edge- and corner-sharing directions can
be compared. The corner-sharing octahedra, along the a axis,
have smaller deviations away from the ac plane, with angles of
:ac–M–S = 42(1)° and :ac–M–N = 9(1)° (ESI Fig. 9†). Along
the c axis, the edge-sharing octahedra adopt greater tilting
angles as an inherent consequence of having two thiocyanate
ligands bridging each pair of metal centres in this direction.
The deviation away from the ac plane is :ac–M–S = 58(1)° and
:ac–M–N = 36(1)°. The incorporation of a molecular ligand
permits access to this greater degree of tilting without the need
for external pressure. This is evident from our DFT calculations
which show that for these CsM(NCS)3 compounds the post-
perovskite structure-type is lower energy than other reported
thiocyanate perovskite-type structures (Table 1).

Our magnetometry and neutron diffraction measurements
show that the compounds magnetically order between 6 and 16
K, signicantly lower than the closest chemical analogues, the
binary thiocyanates M(NCS)2 M = Mn, Fe, Co, Ni, Cu,37,38 which
order at TN = 29 K for Mn(NCS)2, TN = 20 K for Co(NCS)237,42 and
TN = 54 K for Ni(NCS)2.37,41 The atomic post-perovskites have
a range in ordering temperatures, with the uorides ordering at
similar temperatures to CsM(NCS)3, for example post-
perovskite NaNiF3 orders at TN = 22 K (compared to TC = 156
K for the perovskite phase).12 The reported ordering tempera-
tures of the oxide post-perovskites are an order of magnitude
larger, for example CaIrO3 has TN = 115 K,8,54,55 likely as the
oxides lie closer to the metal-insulator boundary.

One key difference between CsM(NCS)3 and M(NCS)2 is that
the post-perovskites only have three-atom connections between
transition metals (m13NCS coordination mode), whereas
M(NCS)2 have both one-atom and three-atom connections
(m133NCS). The additional M–S–M superexchange pathway in
the binary thiocyanates likely strengthens the magnetic inter-
actions in the binary thiocyanates, although DFT calculations of
Cu(NCS)2 suggest that interactions through the M–S–C–N–M
can be as strong or stronger than throughM–S–Mbridges.38 Our
DFT calculations further support this, showing appreciable
superexchange through the end-to-end bridging thiocyanates.

In contrast to these compounds, dca− based post-perovskites
containing magnetic ions do not appear to order.24,25,36 The
transition metals in these compounds are separated by six
bonds and d(Mn-NCNCN-Mn) = 8.9825(4) Å ([Ph4P]Mn(dca)3),24

compared to four bonds and d(Mn–NCS–Mn) = 6.37315(5) Å
(CsMn(NCS)3). This likely reduces the superexchange further.
However, Cr[Bi(SCN)6], with even longer superexchange path-
ways does order at TN = 4.0 K,39 indicating that orbital overlap
and orbital energy matching are also playing a key role in this.

CsM(NCS)3, M = Ni, Mn, Co, all adopt non-collinear
magnetic structures. Non-collinearity also appears to be
typical in the atomic perovskites. The only previous experi-
mentally reported magnetic structure of a post-perovskite is of
CaIrO3, which used magnetic resonant X-ray scattering to reveal
a canted stripe antiferromagnetic ground state.16 Octahedral
tilting is predicted to be a key parameter in determining the
degree of non-collinearity,56 so it is expected that the post-

Table 2 DFT-derived superexchange energy, Jx, as defined in eqn (1)
for CsM(NCS)3, M = Ni, Mn

M2+ Ja
a Jb

a Jc1
a Jc2

a

Ni 0.19(4) −0.02(10) −0.13(7) −0.25(7)
Mn 0.78(3) 0.03(6) 2.40(6) 1.79(6)

a (meV).

© 2023 The Author(s). Published by the Royal Society of Chemistry Chem. Sci., 2023, 14, 3531–3540 | 3537
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perovskite structures are sensitive to this factor as well. Analysis
of our isothermal magnetisation data for CsNi(NCS)3 (Fig. 2d),
assuming that there is only a single magnetic site (i.e. only two
distinct spin orientations), gives a canting angle of 6°. However
our magnetic structure has two magnetic sites (i.e. four spin
orientations), and so there are in fact three ‘canting angles’, all
of which are larger than 6° (9°, 22°, and 38°). The symmetry
constraints of the P21/c magnetic space group means that for
each pair of canted moments (i.e. a single magnetic site), the
components of the magnetic moments along the a and c axes
will be of equal magnitude and so the uncompensated mag-
netisation lies only along the b axis. In CsNi(NCS)3, the
uncompensated moments from each magnetic site have oppo-
site signs: +0.80 mB per Ni2 and −0.57 mB per Ni1, with a net
moment of +0.114 mB. Using bulk measurements for materials
with complex magnetic structures can therefore lead to under-
estimates of the degree of non-collinearity.

The magnetic structure of CsMn(NCS)3, unlike the nickel
and cobalt analogues, orders as an antiferromagnet. The

neutron data reveal a k ¼
�
0;

1
2
;
1
2

�
propagation vector, which

leads to four unique sublattices. As a result of the anticentring
translation in the PS�1 magnetic space group, each sublattice,
and therefore the overall structure, is antiferromagnetic. There
are two distinct kinds of layer within the magnetic structure, ‘A’
and ‘B’. Layer A, containing Mn1a and Mn2a, is antiferromag-
netically correlated; but Mn1b and Mn2b in layer B are non-
collinear both with respect to each other and also to Mn1a
and Mn2a. The complexity of this structure is perhaps
surprising, considering the relative simplicity of the nuclear
structure and the lack of spin–orbit coupling expected for high
spin Mn2+. The layers stack so that each consecutive layer is
offset by cnuc/2, resulting in a triangular relationship between
the interlayer moments (Fig. 5). This layered stacking pattern
may generate frustration, which could explain the observed
non-collinear structure.

4 Conclusion

In this paper, we have reported the synthesis, structure,
magnetometry, single crystal and powder neutron diffraction
data for three isomorphic post-perovskite thiocyanate frame-
works, CsM(NCS)3 M = Ni, Mn, Co. Our magnetic susceptibility
measurements show that all the materials magnetically order,
CsNi(NCS)3 TC = 8.5(1) K, CsMn(NCS)3 TN = 16.8(8) K and
CsCo(NCS)3 TC = 6.7(1) K. Our neutron diffraction experiments
on CsNi(NCS)3 and CsMn(NCS)3 revealed both compounds have
complex non-collinear ordering.

CsNi(NCS)3 orders as a weak ferromagnet with two magnet-
ically distinct nickel moments. CsMn(NCS)3, on the other hand,
orders as an antiferromagnet with a magnetic unit cell which is
doubled along the nuclear b and c axes, and has four unique
sublattices.

Our neutron diffraction studies have shown that despite the
relative simplicity of the chemical structures, these thiocyanate
post-perovskites are a rich source of unusual magnetic order-
ings which cannot be recognised through magnetometry data

alone. Introducing molecular ligands into framework structures
may therefore provide a host of unexpected and complex spin
textures, motivating both future synthetic and neutron diffrac-
tion investigations.
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Appendix B

The following pages include the article published from the results in Chapter 4. It follows the structural
and magnetic pressure-activated responses as the layered van der Waals material Ni(NCS)2 is compressed
up to 8.4 kbar.
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Two-dimensional materials offer a unique range of magnetic, electronic, and mechanical properties which
can be controlled by external stimuli. Pressure is a particularly important stimulus, as it can be achieved readily
and can produce large responses, especially in low-dimensional materials. In this paper, we explore the pressure
dependence of the structural and magnetic properties of a two-dimensional van der Waals (vdW) molecular
framework antiferromagnet with ferromagnetic layers, Ni(NCS)2, up to 8.4 kbar. Through a combination of
x-ray and neutron diffraction analysis, we find that Ni(NCS)2 is significantly more compressible than comparable
vdW metal halides, and its response is anisotropic not only out of the plane, but also within the layers. Using
bulk magnetization and neutron diffraction data, we show that the ambient layered antiferromagnetic phase
is maintained up to the largest investigated pressure, but with an enhanced Néel temperature, TN (�TN/TN =
+19%), and a large pressure sensitivity (Q = 1

TN

dTN
dP = +2.3% kbar−1), one of the larger values of magnetic

pressure responsiveness for a vdW material. Density functional theory calculations suggest that this is due to
increasing three dimensionality. These results provide insights into the pressure response of molecular framework
vdW magnets and suggest that the investigation of other molecular framework vdW magnets might uncover
contenders for future pressure-switchable devices.

DOI: 10.1103/PhysRevB.108.144439

I. INTRODUCTION

Magnetic van der Waals (vdW) materials, compounds
formed from two-dimensional layers held together through
weak dispersion interactions, have been the subject of much
recent interest as potential single-layer magnetic materials
capable of being embedded in spintronic devices [1]. The
weak interactions between layers means pressure can switch
the sign of interactions, for example, bilayer CrI3 undergoes
an antiferromagnetic-ferromagnetic transition at 27 kbar [2].
It can also induce large enhancements of magnetic interac-
tions, e.g., the ordering temperature Tc increases by 250 K
in FeCl2 with the application of 420 kbar (Q = 1

Tc

dTc
dP =

+2.4% kbar−1) [3], and in NiI2, Tc increases by 230 K when
compressed to 190 kbar (Q = +1.6% kbar−1) [4], as well an

*canadillas-delgado@ill.fr
†matthew.cliffe@nottingham.ac.uk

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

enhancement of the helimagnetic state [5,6]. Pressure can also
induce qualitative changes in the electronic structure of vdW
magnets [7], such as pressure-induced metal-insulator transi-
tions [8,9]. NiI2 undergoes a pressure-induced metal-insulator
transition at 190 kbar [4], as does the recently reported vdW
antiferromagnet FePS3 at 140 kbar [10]. Pressure can even
induce superconductivity in FePSe3 above 90 kbar [11].

Molecular frameworks, made from metals and molecular
ligands, have inherently higher flexibility than nonmolecular
materials comprised of only atomic ions. The increased
length of the ligands enhances the extent of flexing of
the frameworks [12,13]. They therefore can be expected
to produce large responses at pressures closer to those
realizable in practical devices. For example, the magnetic
ordering temperature of the three-dimensional cyanide
frameworks, [Mn(4-dmap)]3[Mn(CN)6]2 (4-dmap =
4-dimethylaminopyridine) (Q = +13% kbar−1) [14] and
[Ru2(O2CCH3)4]3[Cr(CN)6] (Q = +6.5% kbar−1) [15],
rapidly increase with pressure. Our understanding of the
pressure response of the magnetism of vdW molecular
framework magnets is rapidly developing [16–18].

Nickel(II) thiocyanate, Ni(NCS)2, is a binary pseudohalide
and the only member of the M(NCS)2 family (M = Mn, Co,
Fe, Ni, Cu) thus far reported to have in-layer ferromagnetism

2469-9950/2023/108(14)/144439(10) 144439-1 Published by the American Physical Society
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FIG. 1. Structure of Ni(NCS)2 adapted from Ref. [17]: (a) in-
plane structure, (b) layer stacking. Ni = green octahedra, N = blue,
C = black, S = yellow. (c) The magnetic structure with the three
nearest-neighbor interactions identified. The Ni(NCS)2 framework
is shown as a wire frame for clarity.

[17,19–21] (Néel temperature, TN = 54 K; cf. NiBr2 TN =
52 K [22]), and is predicted to be a single-layer ferromag-
net [23]. It adopts an analogous structure to that of the
two-dimensional transition-metal halides MX2, comprising
NiS4N2 octahedra which edge share to form layers in the ab
plane (Fig. 1), which stack along the c direction. The rod
shape and directionality of the NCS− lowers the symmetry
from the rhombohedral symmetry of NiX2 to the monoclinic
space group C2/m [17]. This relieves the potential frustration
and means that no helimagnetic state is found, unlike NiBr2

and NiI2 [22].
Here we report the structural and magnetic changes of

Ni(NCS)2 as it is compressed to pressures up to 8.4 kbar. X-
ray and neutron powder diffraction experiments have allowed
us to follow the evolution of both lattice parameters and the
structure under compression. Our combination of magnetom-
etry and low-temperature neutron diffraction measurements
show the enhancement of the magnetic ordering tempera-
ture with pressure and confirm the magnetic ground state
throughout. We carry out density functional theory (DFT) cal-
culations which explain the energetic origins of the observed
behavior.

II. METHODS

A. Synthesis

The synthesis of the samples of Ni(NCS)2 was carried out
following the reported synthetic method of Bassey et al. [17].
A typical synthesis (quantities as for the neutron sample) is
described below.

NiSO4 · 6H2O (16.56 g, 63 mmol) was dissolved in deion-
ized H2O (50 mL), giving a clear green solution. An aqueous
solution of Ba(SCN)2 · 3H2O (19.37 g, 63 mmol, 120 mL)
was added, with the rapid formation of a white precipitate
and a green solution. The reaction mixture was stirred at
room temperature overnight and the precipitate was removed
by centrifugation and filtering under reduced pressure. The

solution was removed in vacuo, giving a green-brown micro-
crystalline powder of Ni(NCS)2. The compound is stable to
humidity in the investigated conditions.

B. Magnetic measurements

Measurements of the magnetic susceptibility were carried
out on a pelletized powder sample of Ni(NCS)2 using a
Quantum Design Magnetic Property Measurements System
(MPMS) 3 Superconducting Quantum Interference Device
(SQUID) magnetometer with moment measurements carried
out in direct current (DC) mode. The measured data were
collected at pressures of 1.2, 3.8, 5.2, and 8.4 kbar. The zero-
field-cooled (ZFC) susceptibility was measured in an applied
field of 0.01 T over the temperature range 2 to 300 K. The
pressure was applied using a BeCu piston cylinder pressure
cell from CamCool Research Ltd., with a Daphne 7373 oil
pressure medium. A small piece of Pb was included in the
sample space to act as a pressure gauge [24]. As M(H ) is
linear in this field regime, the small-field approximation for
the susceptibility, χ (T ) � M

H , where M is the magnetization
and H is the magnetic field intensity, was taken to be valid.
Isothermal magnetization measurements were carried out on
the same sample at 10 K over the field range −7 to +7 T for
each pressure point.

C. DFT

We have performed density functional theory calculations
to probe the structures and energetics of the spin order
of Ni(NCS)2. The spin-polarized DFT + U method (with
Grimme’s D3 van der Waals correction [25]) was employed
in the structural optimizations and energy calculations, using
the Vienna Ab initio Simulation Package (VASP) [26]. In our
DFT + U calculations, we used a U value of 5.1 eV for the d
electrons of Ni2+ cations [27,28], and a range of ferromag-
netic and antiferromagnetic spin solutions were considered
for magnetic Ni2+ cations (see Table 2 in the Supplemental
Material [29]). We used a plane-wave basis set with a ki-
netic energy cutoff of 520 eV to expand the wave functions.
The Perdew-Burke-Ernzerhof functional [30] in combina-
tion with the projector augmented wave method [31,32] was
used to solve the Kohn-Sham equations. An energy conver-
gence threshold of 10−6 eV was used for electronic energy
minimization calculations, and the structural optimizations,
including cell parameters and atomic positions, were consid-
ered converged if all interatomic forces fell below 0.01 eV/Å.
All DFT calculations have been performed in the primitive
cell (two formula units per cell) using a k grid with a k-point
spacing of around 0.1 Å−1. To improve the accuracy of the
three nearest-neighbor magnetic interactions determined from
DFT calculations at different pressures, we additionally per-
formed single-point DFT energy calculations of the various
spin configurations at the optimized structures with a higher
plane-wave cutoff energy of 800 eV. We note that the relative
energy difference between several spin configurations in our
DFT calculations can be less than 1 meV/metal (depending
on pressure), which is close to the DFT accuracy that we can
achieve with our current computational settings.

144439-2
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D. Synchrotron diffraction measurements

X-ray powder diffraction experiments were performed
at beamline I15 at the Diamond Light Source, UK, with
a wavelength of λ = 0.4246 Å, applying a custom-made
high-pressure powder x-ray diffraction setup suitable for mea-
surements up to 4 kbar [33]. A powder sample of Ni(NCS)2

was filled into a soft plastic capillary together with sili-
cone oil AP-100 as a nonpenetrating pressure-transmitting
medium to maintain hydrostatic conditions. The capillaries
were sealed with Araldyte-2014-1. The capillary was loaded
into, and in direct contact with, the sample chamber con-
sisting of a metal block filled with water. The water acts as
a pressure-transmitting medium, controlled with a hydraulic
gauge pump.

Constant wavelength powder x-ray diffraction data were
collected at room temperature in the pressure range 0.001
to 4 kbar with a step of 0.2 kbar and an estimated error of
±0.0030 bar. The data were processed using DAWN [34] with
a LaB6 calibration. Rietveld refinements of the nuclear model
were completed using the FULLPROF program [35] and strain
analysis carried out using PASCal [36].

E. Neutron diffraction measurements

1. High-resolution measurements (D2b)

Constant wavelength neutron powder diffraction data were
collected on the high-resolution D2b diffractometer [37] at
the Institut Laue Langevin (ILL), France. The incident wave-
length was λ = 1.59 Å and the scattering was measured over
an angular range of 10 < 2θ < 160◦. The sample was loaded
in an aluminium holder and placed within an aluminium
gas pressure cell with helium used as a pressure-transmitting
medium. Diffraction data were collected at room temperature
with applied pressures of 1.7, 3.4, 5.1, and 6.7 kbar, with an
estimated error of ±0.5 kbar. Further diffraction data were
collected at a pressure of 6.7 kbar at temperatures of 20, 40,
and 180 K. The pressure was set at room temperature, then
the system was cooled for the low-temperature data. The cell
was operated with a gas compressor to regulate the pressure
as the temperature was lowered and ensure maintenance of
constant pressure. A heater inside the gas capillary ensured
the helium was gaseous at low temperatures. NOMAD software
[38] from the ILL was used for data collection. Refinements
of the nuclear models were completed using the FULLPROF

program [35].

2. High-intensity measurements (D1b)

Constant wavelength powder neutron diffraction data
were collected on the high-intensity medium resolution D1b
diffractometer [39] at the Institut Laue Langevin (ILL),
France. The incident wavelength was λ = 2.52 Å and the scat-
tering was measured over an angular range of 2 < 2θ < 128◦.
The sample was loaded in an aluminium holder and placed
within an aluminium gas pressure cell with helium used as
a pressure-transmitting medium. Diffraction data were col-
lected at room temperature with applied pressures of 3, 4.5,
and 6.7 kbar, with an estimated error of ±0.5 kbar. A ther-
mal diffractogram was collected at 3 kbar, heated with a
programmed ramp of 0.05 K min−1 between 34 and 65 K.

A second thermal diffractogram was collected at 4.5 kbar,
heated with a programmed ramp of 0.07 K min−1 between
44 and 60 K. At a pressure of 6.7 kbar, data were collected
at a constant temperature of 20 K. The pressure was set at
room temperature, then the system was cooled for the low-
temperature data. The cell was operated with a gas compressor
to regulate the pressure as the temperature was lowered and
ensure maintenance of constant pressure. A heater inside the
gas capillary ensured the helium was gaseous at low temper-
atures. NOMAD software [38] from the ILL was used for data
collection. Refinements of the nuclear and magnetic model
were completed using the FULLPROF program [35].

III. RESULTS

The structural and magnetic changes that Ni(NCS)2 un-
dergo with temperature at ambient pressure have previously
been determined by Bassey et al. [17]. The compound crystal-
lizes in the monoclinic C2/m space group as two-dimensional
layers stacked along the c axis. It has an ambient magnetic
ordering temperature, T 0

N , of 54 K, below which it magnet-
ically orders as an antiferromagnet. The moments correlate
ferromagnetically within the ab plane and antiferromagneti-
cally between adjacent planes, ordering with a propagation
vector of k= (0, 0, 1

2 ) in the magnetic space group Cc2/c. The
moments are oriented along the N-Ni-N bond direction and
are restricted to the ac plane by symmetry. The three nearest-
neighbor interactions are J1 through Ni-S-Ni (b direction), J2

along Ni-NCS-Ni (a direction), and J3 occurs between the
metals on adjacent layers [c direction; Fig. 1(c)].

A. Nuclear structure under pressure

Ambient temperature diffraction measurements were car-
ried out on a powder sample of Ni(NCS)2 using x rays (I15,
Diamond, UK) between 0.001 and 4.0 kbar (in 0.2 kbar steps)
and with neutrons (D2b, ILL, France) at 1.7, 3.4, 5.1, and
6.7 kbar. The variation in lattice parameters was determined
by performing Rietveld refinements for both the x-ray and
neutron data (Fig. 2). The atom positions and anisotropic
displacement parameters were fixed to that of the structure at
ambient pressure [17]. Throughout the refinements, the lattice
parameters were refined freely, along with background and
peak shape parameters. From these analyses, we found no
evidence of a phase transition, with Ni(NCS)2 retaining its
monoclinic symmetry throughout the pressure regime. From
refinements of the x-ray data, the volume is reduced from
225.18(6) Å3 at 0.001 kbar to 220.65(6) Å3 at 4.0 kbar. Fitting
the x-ray data to a third-order Birch-Murnaghan equation of
state [40] gives a bulk modulus B0 = 170(2) kbar and B′ =
15(1). Comparable trends are observed for the compressibili-
ties and reduction in axes observed for the neutron data up to
6.7 kbar as well [B0 = 156(6) kbar and B′ = 22(3); Fig. 3].

Both data sets, x ray and neutron, show that as Ni(NCS)2 is
compressed, all unit cell axes decrease in length, while the β

angle remains broadly constant (Fig. 3). To assess the degree
of anisotropy, the strains along the principal axes were calcu-
lated (Table I) using the PASCal program [36]. The principal
axes X1, X2, and X3 lie in the following directions: X1 ≈ a,
along the Ni-NCS-Ni pathway; X2 = b, along the Ni-S-Ni
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FIG. 2. Rietveld refinements of diffraction data. (a) Synchrotron
x-ray data (I15, Diamond) measured at 3 kbar and at ambient tem-
perature, (b) neutron data (D2b, ILL) measured at 3.4 kbar and
at ambient temperature, (c) neutron data (D1b, ILL) measured at
6.7 kbar and at 20 K. Le Bail fits were made to account for reflections
arising from the aluminium, oxygen, and nitrogen. The tick marks
show the position of structural reflections (turquoise), magnetic re-
flections (purple), the aluminium sample holder (orange), oxygen
(light-green) and nitrogen (dark-blue) phases.

bonds; X3 ≈ c, between the layers. The pressure depen-
dence of the principal axes shows that the compressibilities,
Ki = −1/εi

dεi
dP , derived from fitting an empirical equation of

state [εi(P) = ε0 + λ(P − PC )ν], are very anisotropic. K3 =
32.5(3) TPa−1 is more than double K2 = 13.5(1) TPa−1, and
K1 = 3.8(4) TPa−1 is an order of magnitude smaller.

TABLE I. Compressibilities (K) for the principle axes of
Ni(NCS)2 calculated from synchrotron x-ray data (I15, Diamond) at
4 kbar and from neutron data (D2b, ILL) at 6.7 kbar. The definition
of the principal axes (Xi) is given relative to the unit cell (a, b, c) for
the structure at 4 kbar.

K (TPa−1)

Axes X-rays Neutrons a b c

X1 3.8(4) 3(2) 0.990 0.0 0.141
X2 13.5(1) 13.9(8) 0.0 1.0 0.0
X3 32.5(2) 26.9(6) 0.124 0.0 0.992
V 50.0(5) 48(1)

FIG. 3. Crystallographic parameter variations determined from
Rietveld refinements at ambient temperature using x rays (circles,
measured with I15, Diamond, 0.001 to 4 kbar) and neutrons (trian-
gles, measured with D2b, ILL, 0.001 to 6.7 kbar). (a) Normalized
change of the unit cell parameters. (b) Strain (εi) along the principal
axes (Xi) with lines showing the linear compressibilities. (c) The
volume dependence with pressure, fitted with the third-order Birch-
Murnaghan (BM) equation of state with B0 = 170(2) kbar and B′ =
15(1) at 4 kbar for x rays and B0 = 156(6) kbar and B′ = 22(3) at
6.7 kbar for neutrons. (d) The compressibility (K) along the princi-
pal axes as a function of pressure. Standard errors are shown with
vertical lines.

To explore the changes in the structure over a broader
pressure range, DFT calculations were performed at nominal
pressures of 0, 5, 10, 20, 50, and 100 kbar. These calculations,
as they were carried out at 0 K, were in the experimentally de-
rived layered antiferromagnetic ground state. The fitted bulk
modulus using the third-order Birch-Murnaghan equation of
state is 255.7(2) kbar, with B′ = 6.42(9). The compressibili-
ties at 10 kbar are K3 = 18.1(5) TPa−1, K2 = 10.1(4) TPa−1,
and K1 = 3.0(2) TPa−1, broadly consistent with the measured
compressibilities. On increasing the pressure to 100 kbar, we
find, as expected, a significant stiffening: K3 = 5.1(5) TPa−1,
K2 = 5.5(8) TPa−1, and K1 = 1.9(5) TPa−1.

B. Variable-temperature high pressure

We also sought to investigate the effect of high pressure
on the thermal expansion of this material by measuring
variable-temperature neutron diffraction patterns (T = 20,
40, 180, and 298 K) at our maximum pressure of 6.7 kbar. We
find normal volumetric thermal expansion, with a coefficient
of thermal expansion αV = 1/V dV

dT = 42(3) MK−1. At
6.7 kbar, the thermal expansion is anisotropic with linear
thermal expansivities along the principal strain directions
of α1 = 1/ε1

dε1
dT = 26(1) MK−1, α2 = 14(2) MK−1, and

α3 = 1.12(5) MK−1 [broadly in the same directions as
the compressibilities; Fig. 4(a)]. There are also significant
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FIG. 4. Selected data from Rietveld refinements at 6.7 kbar mea-
sured at 20, 40, 180, and 298 K using the D2b diffractometer (ILL).
(a) Relative change in the principle axes and volume, (b) relative
change in sin(angle) of Ni-ligand bonds and the dihedral angle Ni-S-
C-N. The shaded regions show the calculated errors.

structural changes: with ∠Ni-S-Ni (along X2) expanding
significantly on cooling, �sin(Ni-S-Ni) = −0.0041(2)%,
whereas ∠Ni-N-C and ∠Ni-S-C (predominantly along X1)
change much less, �sin(Ni-N-C) = −0.00160(6)% and
�sin(Ni-S-C) = +0.0016(2)%. The torsion angle between
Ni-S-C-N decreases by �sin(Ni-N-C) = −0.0111(7)%
[Fig. 4(b)].

At this highest pressure of 6.7 kbar, additional peaks
emerged in the neutron datasets at high Q at temperatures
below approximately 55 K, which is well into the magnetic
ordered phase. These likely arise from a combination of oxy-
gen and/or nitrogen phases crystallizing due to the presence
of air in the pressure cell, and we accounted for them using
additional Le Bail phases [41,42]. We found no anomalies in
the magnetometry data corresponding to this transition, fur-
ther supporting our assumption that this is not sample related.

C. Magnetometry

To assess how the bulk magnetic properties of the material
vary with pressure, we carried out zero-field-cooled suscepti-
bility measurements at 1.2(1), 3.8(1), 5.2(1), and 8.4(1) kbar
on a pelletized polycrystalline sample. At each pressure, the
magnetic susceptibility increases on cooling until a broad
maximum is reached at the ordering temperature [Fig. 5(a)].
The ordering temperature shifts to higher values as the sample
is compressed and is accompanied by a decrease in the max-
imum susceptibility. At the highest measured pressure, 8.4(1)
kbar, Ni(NCS)2 orders at TN = 64.6(4) K, which is a +19%
increase from ambient pressure, giving Q = +2.3% kbar−1

[Fig. 5(b)].
We also carried out isothermal measurements at the same

pressure points at 10 K between −7 and +7 T [Fig. 5(c)],
which did not show saturation in this field regime, as expected
for a bulk antiferromagnet. We found that the maximum mag-
netization that was measured increased up to 3.8(1) kbar,
before decreasing at higher pressures.

D. Magnetic structure

Our bulk magnetic measurements showed a significant
enhancement in magnetic ordering temperature; however, to
understand the detailed evolution of the magnetic structure,
we carried out neutron diffraction measurements on a pow-
der sample (1.2 g) using the high-flux D1b diffractometer at

FIG. 5. (a) Magnetic susceptibility measured at 1.2(1), 3.8(1),
5.2(1), and 8.4(1) kbar; the relative susceptibility has been normal-
ized to the maximum susceptibility at 1.2 kbar. (b) Relative change
in TN as a function of pressure derived from susceptibility (circles)
and neutron diffraction data (triangles). Error bars related to pressure
determination are shown for the neutron data; the error bars are con-
tained within the symbols for the magnetometry data. The ordering
temperatures were normalized to the ambient pressure ordering tem-
perature, T 0

N = 54 K. (c) Isothermal magnetization measurements
carried out at 10 K plotted between 0 and +7 T, showing the rela-
tive magnetization normalized to the maximum magnetization at 1.2
kbar. (d) The magnetic moment determined from Rietveld refinement
of the neutron diffraction data (D1b, ILL) at 3 and 4.5 kbar, fitted by
a power law, given by Eq. (1) (black line). The shaded regions show
the calculated errors of the magnitude of the moment.

the ILL. Neutron diffraction data were collected below the
ordering temperatures at 3, 4.5, and 6.7 kbar at the low-
est temperatures for each pressure (P = 3 kbar, T = 34 K;
P = 4.5 kbar, T = 44 K; P = 6.7 kbar, T = 20 K). In these
low-temperature data sets, we observed the appearance of
an additional Bragg reflection at 0.54 Å−1 at all pressures
[Fig. 2(c)] and no other additional reflections, which allowed
us to confirm that the propagation vector is k = (0, 0, 1

2 ), iden-
tical to that of the ambient pressure material. This propagation
vector corresponds to a doubling along the c axis, and we
found that of the two maximal magnetic space groups, only
the ambient pressure structure Cc2/c was able to reproduce
the observed intensity with a reasonable moment size.

We then carried out Rietveld refinements on these datasets
in which the magnitude of the nickel moment was fixed to
1.75 μB, in accordance with the reported size of the moment
at 2 K at ambient pressure [17], due to the paucity of magnetic
Bragg peaks. This then allowed for the angle to be refined
as the only free magnetic parameter. At all three pressures,
the angle of the moment remains broadly unchanged from
the ambient structure model, that is, the moment is oriented
along the N-Ni-N bond within the ac plane. As the moment
direction does not change up to 6.7 kbar or on warming at
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ambient pressure [17], for the following magnetic refine-
ments, therefore, we fixed the moment direction to point along
the N-Ni-N bonds. This allowed us to refine the size of the
magnetic moment as the only free magnetic parameter in the
last cycles of the refinement.

Having established that the magnetic ground state re-
mained unchanged, we next looked to understand the nature
of the ordering transition. We collected variable temperature
data at 3 kbar (T = 34–65 K) and 4.5 kbar (T = 44–60 K).
At 3 kbar, the magnetic moment was refined to 1.68(7) μB

for the lowest-temperature point (T = 34 K) and the ordering
temperature is found at TN = 56.1(5) K. At 4.5 kbar, the
refined moment is 1.58(7) μB (T = 44 K) and decreases with
temperature to 0 μB at TN = 58.0(5) K. We were able to fit
the refined magnetic moments to a power law in the vicinity
of the transition,

M = A(TN − T )β, (1)

where A is a proportionality constant, TN is the ordering
temperature, and β is a critical exponent [Fig. 5(d)]. For
the fits, the errors for A, TN, and β are calculated from the
square root of the covariance matrix from the errors of the
refined magnetic moment. At 3 kbar, the fitted values were
β = 0.36(6) and TN = 55.9(7) K. At 4.5 kbar, the fitted values
were β = 0.33(5) and TN = 59.3(3) K. The values of β are
in between 0.326 and 0.367, which is expected for a three-
dimensional Ising and Heisenberg antiferromagnet [43].

To gain a deeper understanding of the exchange interac-
tions responsible for the magnetic behavior, we carried out
DFT calculations on a variety of spin states as a function
of pressure. Geometry optimizations, including both atomic
positions and cell parameters, were carried out to probe the
magnetic ground state at the same pressures as previously ex-
plored (0, 5, 10, 20, 50, and 100 kbar), for six high-symmetry
configurations (Table 3 of the Supplemental Material [29]),
and the resultant energies and enthalpies were calculated us-
ing the Hamiltonian E = ∑

i j Ji jSiS j + E0.
We fitted these DFT-derived energies to a Heisenberg

collinear spin Hamiltonian to extract three interactions: J1

along the Ni-S-Ni direction, J2 along the Ni-S-C-N-Ni direc-
tion, and J3 corresponding the interactions between layers. At
ambient pressure, J1 is large and ferromagnetic, −43(8) K,
J2 is weaker and also ferromagnetic, −4(4) K, and J3 is
zero within error, consistent with the expected ground state
(Fig. 6). The large values of the error suggest that the
Heisenberg Hamiltonian that we employed is perhaps not ap-
propriate, either due to large single-ion effects or higher-order
interactions (e.g., biquadratic interactions). It is likely that up
to 50 kbar, the reported ambient antiferromagnetic structure
is the most stable configuration. However, we did not find a
strong trend in the predicted J values with pressure beyond
the error of the calculations since the relative energy differ-
ences between selected spin configurations here are less than
1 meV/metal, meaning we are close to the limits of accuracy
for these DFT calculations.

IV. DISCUSSION

From our diffraction data, we have calculated the bulk
modulus of Ni(NCS)2 to be B0 = 170(2) kbar, which shows
that Ni(NCS)2 is one of the softer van der Waals compounds,

FIG. 6. Calculated enthalpies of the three nearest-neighbor inter-
actions obtained from DFT calculations at ambient, 5, 10, 20, 50,
and 100 kbar, where J > 0 describes antiferromagnetic interactions
and J < 0 describes ferromagnetic interactions. The calculated un-
certainties associated with fitting to the Heisenberg Hamiltonian are
shown with vertical lines.

e.g., for CrBr3, B0 = 230 kbar [44], and for FePSe3, B0 =
828 kbar [11]. High-pressure structural phase transitions are
common in layered compounds [10,45,46]; however, our DFT
calculations do not provide any evidence of a structural phase
transition up to 100 kbar. Ab initio structure searches and
larger supercell calculations, together with higher-pressure
calculations, would allow further exploration of the potential
for new Ni(NCS)2 phases. These calculations also suggest
that any metallization transition occurs significantly above
100 kbar, compared to NiI2, Pc = 190 kbar [47]; FeCl2, Pc =
450 kbar [8]; and FePS3, Pc ≈ 140 kbar [10].

We can also compare Ni(NCS)2 with other pseudobi-
nary molecular frameworks. Since changing the metal cation
species can influence the flexibility of the structure, we fo-
cus here on Ni2+ frameworks [48]. The three-dimensional
Ni(dca)2 [dca = N(CN)2] has a larger bulk modulus, B0 =
360 kbar [49], than Ni(NCS)2. As the ligand length increases,
it would be expected that the structure becomes more flexible
[50]; however, as Ni(dca)2 is three-dimensionally connected,
the resultant bulk modulus is larger than that of layered
Ni(NCS)2. The volumetric compressibility provides only a
partial picture, as both compounds are anisotropic. The com-
pressibility of Ni(dca)2 along the b and c axes is similar
to that of Ni(NCS)2 along the X2 and X3 (b = 11.1 TPa−1

and c = 24.1 TPa−1), but Ni(dca)2 shows negative linear
compressibility (NLC) in the third (a) direction. The ma-
terials have similar ligand arrangements along the a axis,
where the nickel ions are bridged by two ligands coordi-
nated in an end-to-end arrangement. In both materials, the
hinge ligand-metal-ligand bond angles ω (ω = ∠N-Ni-S and
∠N-Ni-N; Fig. 7) decrease: [�cos( ω

2 )]/P = 0.09% kbar−1

(NCS), compared to [�cos( ω
2 )]/P = 0.16% kbar−1 (dca). In

Ni(NCS)2, the softer Ni-L bonds mean that there is still
contraction in the bond lengths (Ni-N = −0.12% kbar−1 and
Ni-S = −0.18% kbar−1). This competition between the two
components is likely the cause of the apparent stiffness of the
a axis. In contrast, the square-planar Ni(CN)2 is significantly
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FIG. 7. (a) Nickel ions connected through two NCS ligands,
showing the “hinge” angle, ω. Ni = green, N = blue, C = black, S =
yellow. (b) Relative change in the bond lengths Ni-N and Ni-S, and
the relative change in cos( ω

2 ) with pressure. The ambient pressure
values were obtained from Ref. [20]. The shaded regions show the
errors.

stiffer, B0 = 1050 kbar, perhaps due to the planarity of the
structure and linearity of Ni-CN-Ni bonds [51].

Our high-pressure variable-temperature data show that
despite being a layered structure, Ni(NCS)2 has near zero
thermal expansion along the X3 direction. In comparison, there
is positive thermal expansion along the X1 and X2 directions
(Fig. 4). Calculating the thermal expansion coefficients from
the published ambient pressure data [17] gives values of α1 =
26(2) MK−1, α2 = 2.1(9) MK−1, and α3 = −5.9(9) MK−1.
Here, the principal axes are defined as X1 = 0.47a + 0.88c,
X2 = b, and X3 = −0.56a + 0.83c at 100 K. This is rotated
slightly in comparison to the high-pressure data (definitions
are approximately equal to the directions given in Table I).
X3 exhibits negative thermal expansion, which is uncommon;
however, it can be observed in other anisotropic molecular
framework compounds [52,53]. These values are compara-
ble to those seen at 6.7 kbar, but the within-layer expansion
has decreased. This behavior is not uncommon in layered
molecular frameworks and likely reflects the stiffening of
the transverse out-of-plane vibrations [52]. Since the ambient
pressure structure was measured between 1 and 100 K, and
our high-pressure data were measured between 20 and 298 K,
direct comparison of coefficients should be done cautiously.
Future investigations would be needed for detailed quantita-
tive comparisons.

The most significant change observed on compressing
Ni(NCS)2 is the marked increase in magnetic ordering
temperature, Q = +2.3% kbar−1. This increase is large
compared to other nickel molecular frameworks, such as
Ni(dca)2 (Q = +0.4% kbar−1) [54], NH4Ni(HCOO)3 (Q =
+0.2% kbar−1) [55], and NiCl2(pym)2, pym = pyrimi-
dine (Q = +1.3% kbar−1) [56]. For additional examples, see
Refs. [3,4,8,10,11,49,54–65] summarized in the Supplemental
Material [29], Fig. 4 and Table 5. The increase of ordering
temperatures in these compounds results from both changes
in exchange interactions, including the increase in strength
of interactions and reduction of frustrating interactions, and
the single-ion anisotropy. Our DFT calculations suggest that
this compound is not magnetically frustrated, and so the
general anticipated enhancement of exchange will be largely
reinforcing. The significant uncertainties in the DFT-derived

superexchange parameters suggest that higher-level calcula-
tions, incorporating single-ion anisotropy and higher-order
exchange interactions, might be necessary for a complete
understanding of the underlying magnetic Hamiltonian. The
interlayer J3 pathway, through Ni-S· · · S-Ni, significantly de-
creases in distance and is likely the limiting factor in the
ordering temperature.

This shift towards a three-dimensional exchange network
can be seen in the critical exponent of the temperature de-
pendence of the staggered magnetic moment. A power-law
fit [Eq. (1)] of the Rietveld-refined magnetic moment as a
function of temperature at 3 and 4.5 kbar [Fig. 5(d)], gave crit-
ical exponents of β = 0.36(6) and 0.33(5), comparable to the
three-dimensional Heisenberg results (β = 0.367), whereas
fitting to the published ambient pressure data [17] gave β =
0.25(4) and TN = 60.3(6) K. The high-pressure value is con-
sistent with those of three-dimensional molecular framework
magnets, e.g., Mn(dca)2(pyz) (pyz=pyrazine), where β =
0.38 [66], whereas the ambient pressure exponent is closer
to that of other vdW magnets, e.g., NiCl2, β = 0.27 [67];
and FeCl2, β = 0.29 [68]. Unfortunately, comparatively large
errors (relative to the small energy differences between se-
lected spin configurations) in our DFT-derived superexchange
parameters do not allow us to further buttress this picture
(Fig. 6). More direct exploration of the changes in the ex-
change parameters, whether through spectroscopy or other
bulk measurements, would be valuable to explore this two-
dimensional to three-dimensional crossover.

We find no evidence of any spin rotation with pressure in
Ni(NCS)2 up to 6.7 kbar. This is consistent with the behavior
of other vdW metal halides, including NiI2, CoI2 [47], and
FeCl2 [58]. This is perhaps due to strong easy-axis single-ion
anisotropy in this material [23,69].

V. CONCLUSION

We have investigated the effects of pressure on the structure
and magnetism of the van der Waals framework Ni(NCS)2.
X-ray and neutron powder diffraction data reveal strongly
anisotropic strain, with the interlayer direction being an order
of magnitude more compressible than the a direction. Low-
temperature neutron diffraction measurements combined with
susceptibility data show there is a significant increase in the
magnetic ordering temperature with pressure driven by the
reduction of interlayer separation. This work has explored the
use of a thiocyanate framework as a source of flexibility to
enhance the changes in the magnetic properties of a van der
Waals material. It suggests that further molecular framework
magnets hold potential to show marked responses to com-
pression. Following this work, it would also be worthwhile
to explore the monolayer limits of Ni(NCS)2 under pressure
to observe if more drastic changes to the magnetic structure
can be obtained for a few-layer molecular framework.

The raw data sets are available at Refs. [70,71].
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