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Abstract

This thesis presents studies of the hydride-ion dynamics in the nitride- and oxide-
hydride materials Ca3CrN3H and BaTiO3−xHx (with x < 0.2). These mixed-anion
compounds are of great interest because they show capabilities for hydrogen transport
and catalysis, but fundamental questions concerning the hydride-ion dynamics in
these materials remain to be answered. Here, these questions have been tackled using
inelastic and quasielastic neutron scattering techniques, as well as density functional
theory calculations.

For Ca3CrN3H, it is found that hydride-ions undergo one-dimensional diffusion,
which supposedly mediated by the presence of vacancies in the hydride-ion sub-
lattice, The measured diffusion coefficient is comparable to the three-dimensional
hydride-ion diffusion in BaTiO3−xHx. This result suggests that reducing dimension-
ality might be used to optimize the hydride-ion diffusivity in oxide- and nitride-
hydride materials. In addition, it was demonstrated that hydride-ion vacancies are
present in the material, which impact the vibrational frequencies of hydride-ions and
thus their jump rate. This implies that the hydride-ion diffusivity may be tailored
by tuning the hydride-ion vacancy.

For BaTiO3−xHx, the results corroborated earlier findings which showed that
hydride-ion diffusion relies on the presence of oxygen vacancies serving as jump-
ing sites for the hydride-ions. Specifically, two time scales of diffusion were ob-
served, indicating significant inhomogeneity in the local diffusion environment of the
hydride-ions. This new finding suggests that understanding and controlling these
inhomogeneities may be used to optimize the hydride-ion diffusivity. Finally, it was
found that the presence of valence electrons localised near the hydride-ion–oxygen
vacancy pair hinders the jump diffusion mechanism, indicating a correlation of elec-
tronic and ionic mobility in BaTiO3−xHx. This implies that tuning the hydride-ion
conductivity will impact the electronic conductivity of the material, an effect which
should be considered for technological applications of BaTiO3−xHx such as its use in
fuel cells.

Keywords: Oxide-hydride, nitride-hydride, hydride-ions, quasielastic neutron scat-
tering, diffusion, inelastic neutron scattering, phonons, density functional theory.
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Chapter 1

Introduction

Hydrogen plays a key role in the transition to a decarbonised economy because it
is currently employed in many chemical industries and seen as a sustainable energy
carrier. However, in 2022, hydrogen constituted less than 2% of the total energy
consumption in Europe, and 96% of this hydrogen was generated from natural gas,
leading to large CO2 emissions [1, 2]. For example, ammonia (NH3) is seen as a
promising hydrogen-based energy carrier [3] and is used as a precursor for fertil-
izers which are indispensable for the global food production system. However, its
production is highly energy consuming,1 and requires hydrogen gas (involved in the
reaction N2 + 3H2 → 2NH3) which currently relies on highly CO2 emmissive fossil
fuel solutions.2 Over the last decades, there has been an increasing research effort
aiming to develop new materials which are more efficient in producing hydrogen (in-
cluding H2 and NH3 production). The most promising materials for this purpose
are often crystalline, but often fundamental questions regarding their hydrogen dy-
namics remain to be elucidated [7–9]. Dynamics in this context refers to motions of
various nature, such as vibrations of atoms around an equilibrium position and their
diffusion over long ranges (up to a few nanometers), which may lead to macroscopic
hydrogen transport and be useful for various applications [7].

Hydrogen ions stand naturally as good charge carrier candidates for designing
hydrogen conductors materials because of their small size and lightness, making them
highly mobile in many crystalline systems [10–14]. The typical materials of interest
are perovskite oxides incorporating hydrogen. In most of these systems, hydrogen
is present as protonic (H+) species [10, 15] but hydrogen can be also present as

1Representing about 2% of the global energy consumption in 2021 [4].
2Steam methane reforming, producing the H2 reactant gas required for NH3 production, releases

about 10 tonnes of CO2 equivalent per tonne of H2 formed [5, 6].
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hydride-ions (H−), thus forming, so called, oxide-hydrides.
Hydride-ion mobility could be employed in electrolyser and fuel cell technologies,

that are used to split water molecules to produce H2 and consume H2 to produce
electricity, respectively. Today, there is a need for novel materials to make the cur-
rent devices more economically and energetically efficient [16]. For example, solid
oxide fuel cells suffer from high operating temperatures (usually between 600 and
1000 °C) required by their ion conducting electrolytes. These devices would bene-
fit from new intermediate-temperature (from 450 to 650 °C) solid-state hydride-ion
conductors [17, 18]. Hydride-ion mobility is also a feature of interest for the am-
monia synthesis reaction (N2 + 3H2 → 2NH3), which involves hydrogenation of N2

molecules. This reaction requires a catalyst to break the strong N ≡ N triple bond,
and oxide-hydrides, as well as nitride-hydrides, i.e., nitride materials incorporat-
ing hydride-ions, demonstrated good performances for ammonia synthesis [19–21].
When oxide-hydrides and nitride-hydrides are used as a substrate for ruthenium
(Ru) and iron (Fe) nanoparticles, the mobility and the reduction potential of the
lattice hydride-ions are determinant for the catalytic activity. While the hydride-
ion mobility prevents hydrogen poisoning at the nanoparticle surface, i.e. excessive
hydrogen adsorption at the surface preventing a sufficient nitrogen adsorption [Fig-
ure 1.1(a)], the hydride-ion reduction potential facilitates the N2 cleavage [Figure
1.1(b)]. Interestingly, in the nitride-hydride material Ca3CrN3H, exhibiting good
catalytic performances without the use of Ru/Fe nanoparticles, a similar mechanism
is suspected to take place. Specifically, hydrogenation of the nitrogen gas adsorbed
at its surface is believed to be achieved with mobile lattice hydride-ions instead of
the hydrogen reactant gas [21, 23]. However, this assumption is based on calcula-
tions, and a good understanding of the hydride-ion mobility in the material lacks
experimental verification.

Motivated by the background given above, this thesis focuses on investigations
of the local structure and the hydride-ion dynamics in two mixed-anion compounds,
the oxide- and nitride-hydride materials Ca3CrN3H and BaTiO3−xHx. The questions
tackled are:

• What are the requirements for hydride-ions diffusion in the bulk Ca3CrN3H
and BaTiO3−xHx?

• What are the underlying mechanisms?

• How can we enhance the hydride-ion diffusivity?

Answering these questions has a fundamental interest, but has also technological
implications, and may be useful for the design of new hydride-ion conductors and

2



Figure 1.1: Illustration of the ammonia synthesis catalytic mechanism by ruthenium
(Ru) and iron (Fe) nanoparticles deposited on oxide-hydrides and nitride-hydrides
substrates. (a) The hydride-ion absorption in the substrate prevents hydrogen poi-
soning at the nanoparticle surface. (b) Electron donation from the hydride-ion to
the nanoparticle, assisting in N2 activation. Reproduced with permission from [22].
Copyright 2018 John Wiley and Sons.

catalysts with better efficiencies and operating at lower temperatures.
For that purpose, I used neutron spectroscopy techniques, namely quasielastic and

inelastic neutron scattering (QENS and INS), and atomistic computer simulations,
namely density functional theory (DFT) techniques.
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Chapter 2

Mixed-anion compounds

Mixed-anion materials include several anionic species in a single phase, and most
explored materials are oxide-based mixed-anions compounds. They include oxide-
fluorides, oxide-nitrides, oxide-chalcogenides, oxide-pnictides, and oxide-hydrides,
representing less than 3000 available materials, a relatively low number compared
to the ∼ 52000 known oxide materials [24, 25]. Mixed-anion compounds are char-
acterized by a heterogeneous coordination environment surrounding the cations, a
feature not present in conventional single-anion compounds (Figure 2.1). Because
of the different chemical characteristics of each anion, such as the polarizability, the
valence electron shell, or the ionic radius, fine functionality tuning can be achieved
by mixing anions within the same material. For example, replacing oxide-ions with
anions of lower electronegativity in a semiconductor material generally reduces the
band gap. This strategy was used to enhance the photocatalytic activity for wa-
ter oxidation in TaON [26], and to design the first water splitting photocatalyst
under visible light, a solid solution of GaN and ZnO [27]. Band gap control was
also used to tune the color of solid solutions of CaTaO2N and LaTaON2, and pro-
pose non-toxic inorganic pigments [28]. Controlling the dimensionality by stacking
layers of different anions is another strategy, which was successfully used to design
superconductor materials with a high superconducting transition temperature (Tc).
These include layered oxide-pnictide materials with the ZrCuSiAs-type structures
[29], such as LaO1−xFxFeAs (x = 0.05, 0.11) with Tc = 43 K [30] or SmO0.85FeAs
with Tc = 55 K [31]. In these layered materials, superconductivity arises from the
two-dimensional (2D) electronic states caused by the different binding energy of the
multiple anions with the cations. This was first demonstrated in the layered oxide-
halide Sr2CuO2F2+δ, exhibiting Tc = 46 K, in which there is a strong covalency
between the Cu and O species, while the bonding between Cu and F is ionic [32].
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Figure 2.1: Illustration of the new possible combination of elements allowed in mixed-
anion materials. Reproduced from [24], in open access.

Lowering the cation–anion binding energy is also a strategy to promote conductivity
of light ions with low ionic charge. This strategy was used by doping the Cl-ion
conductor LaOCl with calcium, resulting in La1−xCaxOCl1−x (x = 0.05−−.4), with
a three orders of magnitude greater conductivity [33].

In particular, mixed-anion materials including hydride-ions (H−) attracted a lot
of interest during the last decade thanks to the new chemistry offered by these mate-
rials [34]. Hydride-ions are very flexible in size and therefore can be accommodated
in many anionic sites and become easily mobile [35]. Moreover, since hydrogen
easily gives or takes up a charge, hydride-ions can turn to protonic species (H+),
increasing their adaptability to the local environment. Hydride-ion mobility was ob-
served in several oxide-hydride materials, such as LaSrCoO3H0.7 [36], SrVO2H [14],
BaTiO3−xHx (x < 0.6) [37, 38], and La2LiHO3, which allowed to use this latter ma-
terial as electrolyte in a solid-state battery [39]. Another feature of hydride-ions is
their valence electron shell, which involves only a 1s orbital and blocks π-bonding
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when positioned between two neighbouring transition metals. This is the case in
SrCrO2H, demonstrating the highest antiferromagnetic ordering temperature among
chromium oxides [40], or in SrVO2H, showing a pressure-induced insulator-to-metal
phase transition [41].

This thesis focuses on investigations of two specific types of mixed-anion mate-
rials, namely the oxide-hydride ATiO3−xHx (A = Ba, Sr, and Ca, x < 0.6) and the
nitride-hydride Ca3CrN3H. These materials are described in the following section.

2.1 The oxide-hydride ATiO3−xHx

2.1.1 Structural properties

Materials of stoichiometry ATiO3−xHx (A = Ba, Sr, and Ca, x < 0.6) belong to the
wider class of transition metal oxide-hydrides, for which the interest began with
LaSrCoO3H0.7, discovered in 2002 by Hayward et al. [42]. They showed that the
hydride-ions have a role in mediating magnetic exchange interactions and have a
complex bonding character with other species [43]. Further experiments demon-
strated that hydride-ions are also mobile in this structure [36], opening the way for
hydride-ion transport chemistry with transition metal oxide-hydrides.

ATiO3−xHx (A = Ba, Sr, and Ca, x < 0.6) have a pervoskite structure close to
their parent oxide, ATiO3, which consist of a cubic, tetragonal, or orthorhombic
lattice of A cations, hosting a sublattice of corner-sharing TiO6 octahedra. In the
oxide-hydride phase, some O2− are replaced by stochastically distributed H− (Figure
2.2). BaTiO3−xHx, with x < 0.6, was first synthesized by Kobayashi et al. in 2012

Figure 2.2: Cubic crystal structure of BaTiO3−xHx, x < 0.6. Ba, Ti, O and H
are represented by green, blue, red, and white spheres. The red and white spheres
indicate that the site can be occupied either by an oxygen or an hydrogen species.
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via a topochemical reaction of CaH2 with the parent oxide BaTiO3 [37]. This finding
was quickly followed by the discovery of CaTiO3−xHx and SrTiO3−xHx, as well as
solid solutions of (Ba, Sr,Ca)TiO3−xHx, via a similar topochemical synthesis route
[44, 45]. Topochemical means that the product is formed in a limited number of
reaction steps, involving only the bond breaking and bond forming necessary to the
exchange of O and H atoms. This mechanism explains why the oxide and the oxide-
hydride phase have similar crystal structures. At room temperature, both CaTiO3

and CaTiO3−xHx are orthorhombic (Pnma), and both SrTiO3 and SrTiO3−xHx are
cubic (Pm3m). However, BaTiO3 is tetragonal (P4mm) whereas BaTiO3−xHx is
cubic (Pm3m). This change is due to a reduction of the Ti(4+) species to Ti(3+)
which cancels the ferroelectric distortion, i.e. the small off-centering of the Ti atom
along a crystallographic axis, causing the tertragonal symmetry [44]. Conversely,
CaTiO3 and SrTiO3 are not ferroelectric and their orthorhombic structure is due to a
tilt of the TiO6 octahedra, which is barely affected by the reduction of Ti(4+/3+)[44].

2.1.2 Hydride-ion mobility

The first indication that the hydride-ions can be mobile in ATiO3−xHx (A = Ba,
Sr, and Ca, x < 0.6) came from thermal gravimetric analysis/mass spectrometry
(TGA-MS) experiments. When heated under inert atmospheres, the pure phases and
solid solutions of (Ba, Sr,Ca)TiO3−xHx released hydrogen as H2 gas at temperatures
between 400 °C and 500 °C [44] (Figure 2.3). When heated under air, BaTiO3−xHx

released H2 around 200 °C and absorbed O2 from the environment to reform the
parent oxide BaTiO3 [37]. In addition, the hydride-ions were also found exchangeable
with deuterium ions in thin films of SrTiO3−xHx and powder samples of BaTiO3−xHx.
In both cases, the authors suggested that the hydride-ion diffusion mechanisms rely
on the presence of vacancies in the O/H sublattice, leaving space for the formation
of percolation pathways in the perovskite lattice [37, 38, 45–48].

Tang et al. conducted systematic H/D exchange and H2 release experiments on
a series of BaTiO3−xHx (0.35 < x < 0.60) samples [48] [Figure 2.4(a)]. The kinetics
analysis yielded activation energies in the range of 2.1–3.8 eV, with a decreasing
tendency with increasing x. Because all the anionic sites are expected to be occupied
by either O2− or H−, it was assumed that the percolation of hydride-ions begins with
the creation of an initial vacancy at the surface of the material. This vacancy can
then diffuse in the bulk with consecutive migrations of O2− or H−. The correlation
between the activation energy and the hydride-ion concentration is interpreted as a
consequence of the migration of O2−. Because the activation energy of O2− in similar
materials is close to the highest values in this study, the authors suggested that for
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Figure 2.3: H2 gas release temperature from (Ba, Sr,Ca)TiO3−xHx compositions dur-
ing heating. From top to bottom, the final products SryCa1−yTiO3−y (y = 0, 0.2,
0.4, 0.6, 0.8, 1.0) and Sr1−yBayTiO3−y (y = 0.2, 0.4, 0.6, 0.8, 1.0). Reproduced with
permission from [44]. Copyright 2012 American Chemical Society.

x < 0.4, the hydride-ion diffusion is limited by the oxide ion diffusion. For x > 0.4,
the activation energy decreases, which was interpreted as diffusion of hydride-ions
exclusively. In addition, they suggested that the migration mechanism for O2− and
H− consists of jumps between nearest-neighbor (NN) sites or next-nearest-neighbor
(2NN) sites in the anion lattice. As each anionic site possesses 8 nearest neighbor
(NN) sites, a minimum occupancy of 25% by hydride-ions is required (corresponding
to x > 0.75) within the anion lattice to establish neighboring chains of hydride ions.
Because such a high hydride-ion content was not achieved experimentally, it was
concluded that for 0.4 > x > 0.75, the diffusion must include both NN and 2NN
jumps, while for x < 0.4, it should consists of NN jumps only.

In the mechanism proposed above, anion vacancies are created at the surface
with an initial hydrogen release during the experiment. However, it was later
found that the presence of a non-negligible amount of vacancies can be obtained
already at the reduction stage of the parent oxide, by tuning the reaction conditions
[49, 50]. In a first study, Nedumkandathil et al. were able to synthesise the stoi-
chiometries BaTiO3−xHy□x−y with x up to 0.6 and y in the range of 0.04–0.25 by
varying the metal-hydride serving as reducing agent [50]. Later on, they obtained
BaTiO2.9−xH0.1□x with x up to 0.4 by varying the synthesis temperature [49].

Consequently, it was evident to investigate the hydride-ion diffusion mechanism
in samples including vacancies, namely BaTiO3−xHy□x−y. In LaSrCoO3H0.7, the
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diffusion mechanism is also believed to consist of hopping motions of hydride-ions
between vacant sites [36]. This conclusion was made on the basis of the analysis of
QENS data. Following this idea, Eklöf-Österberg et al. conducted in 2019 a first
QENS experiment on BaTiO3−xHy□x−y with x in the range of 0.18–0.7 and y in the
range of 0.04–0.1 [13]. Interestingly, the analysis of the data showed that hydride-ions
are diffuse already at ambient temperature (300 K), with a jump distance between
2.7 and 5.2 Å, with an increasing trend with increasing temperature. This was
interpreted in terms of NN and 2NN jumps. At 250 K and below, the hydride-
ions were found to jump between NN sites, with a separation of 2.5 Å, while above
400 K, they were found to also jump between 2NN sites, with a separation of 4
Å [Figure 2.4(b)]. However, these results need consolidation and motivate further
QENS measurements. In addition to the proposition of a diffusion mechanism for
H−, the study estimated an activation energy of about 100 meV. This relatively low
value explains why diffusion is already observed at room temperature. Similarly, a
value for the diffusion coefficient could also be extracted from the QENS data, and
was found to be in the range of 10−5 cm2s−1 above 300 K and 10−6 cm2s−1 below.

Interestingly, all the aforementioned studies [13, 48] propose the same migration
mechanism but report activation energies differing by more than 10 orders of mag-
nitude, i.e Ea ∼ 0.1 eV in [13] and Ea ∼ 2 eV in [48]. This variance in Ea may
be linked to differences in oxygen vacancy concentrations. Moreover, the H/D ex-
change experiment can be hampered by surface and grain boundary effects, whereas
QENS probes the bulk self-diffusion of hydride-ions, i.e. between grain boundaries.
Consequently, the results from these experiments must be compared with care.

The hydride-ion migration mechanism was also investigated with computational
techniques. Tang et al. used DFT to estimate the energy barrier that H− must
overpass to jump between NN sites or between 2NN sites [48]. They showed that
the barrier in the second process is about 3 times higher than in the first. This
qualitatively agrees with the experimental observation with QENS of NN jumps at
low temperature and 2NN at higher temperatures. The calculated activation energies
are ∼ 1 eV and ∼ 3 eV, which is in the order of magnitude of the results from the
H/D exchange experiments, but much larger than the QENS value of ∼ 100 meV.
Another computational study, conducted by Liu et al. [51], obtained an energy
barrier of 0.28 meV for the NN jumps, a value closer to the QENS data. These
experimental and computational results are summarized in Table A.1. In summary,
a remaining open question concerning this material is:

• What is the origin of the discrepancies between experimental and theoretical
results on hydride-ion diffusion in BaTiO3−xHx?

10



Figure 2.4: Hydride-ion jump diffusion mechanism in BaTiO3−xHx as proposed in
(a) ref. [48] and (b) ref. [13].

2.1.3 Electronic properties

Despite the insulator character of the parent oxides ATiO3 (A = Ba, Sr, and Ca),
showing band gaps in the range of 3.1–3.5 eV [52, 53], powder samples and thin
films of ATiO3−xHx (A = Ba, Sr, and Ca, x < 0.6) exhibit electronic conductivity
[37, 45]. This is due to the incorporation of hydride-ions, reducing the oxidation
state of titanium ions from +4 to +(4-x) [54, 55].

Measurements of the electrical resistivity showed a semiconductor behavior in
pelletized powder samples of BaTiO3−xHx, with x up to 0.6 [37]. On the other hand,
thin films of ATiO3−xHx (A = Ba, Sr, and Ca, x < 0.6), with A = Ba, Sr, and Ca,
showed a conductor behavior [45]. To investigate the effect of the doping level on
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the conductor behavior, Bouilly et al. conducted a systematic study on thin films of
BaTiO3−xHx and SrTiO3−xHx with x between 0.05 and 0.6 [56]. They found that,
at room temperature, SrTiO3−xHx is electrically conducting over the entire range
of x values, while BaTiO3−xHx is a semiconductor for x < 0.2 and a conductor for
x > 0.2. To explain these results, it is speculated that a slight off-centering of the
Ti4+ ions from their ideal position in the center of the Ti(O/H)6 octahedra localises
the doping electrons around the displaced Ti, creating in-gap electronic states and
resulting in a semiconductor behavior. Such a local lattice distortion associated
with a localised electron is called a polaron. In this speculation, polarons should be
absent in SrTiO3−xHx and BaTiO3−xHx with x > 0.2, in which the doping electrons
are expected to be equally distributed over all Ti atoms and occupy states in the
conduction band.

Following this study, the existence of polarons in BaTiO3−xHx was tested by
Granhed et al. via DFT and INS [57] (Figure 2.5). They compared the experimental
vibrational spectrum of hydride-ions with the theoretical spectrum in presence and
absence of polarons, and concluded that doping electrons in BaTiO3−xHx tend to
occupy the conduction band rather than polaronic states. Consequently, the semi-
conducting behavior observed in powder samples of BaTiO3−xHx might be an effect
of grain boundaries and might not reflect the bulk conductivity. However, Granhed
et al. carried out their calculations in a fully stoichiometric model of BaTiO3−xHx,
i.e. free of oxygen vacancies. As a result, a natural remaining open question is:

Figure 2.5: Polaron state of BaTiO3−xHx. The white isosurface shows the electron
density of the polaron. The arrows represent the local lattice distortion associated
with the polaron. Adapted from [57], in open access.
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• Do polarons exist in non-stoichiometric composition of BaTiO3−xHx, i.e in-
cluding oxygen vacancies, and what is their impact on the electronic and ionic
conductivity of the material?

2.2 The nitride-hydride Ca3CrN3H

2.2.1 Crystal structure

Ca3CrN3H was synthesized for the first time in 2022 by Cao et al. via a topochemical
route [23]. They exposed the parent nitride Ca3CrN3 to H2 gas at 400 ℃ and obtained
the nitride-hydride phase Ca3CrN3H. It demonstrated an efficient catalytic activity
for ammonia synthesis, promoted by a facile mobility of hydrogen species in the bulk
of the material [21].

Ca3CrN3H is hexagonal, of space group P63/m. It can be described as an antiper-
ovskite of stoichiometry X3BA where X = Ca2+, B = H−, and A = [CrN3]

5−. The
Ca ions form HCa6 octahedra which share one face with each other, resulting in uni-
directional channels along the crystallographic c-axis. The hydride-ions are hosted
within the channels, and are lying in the center of each octahedra. The [CrN3]

5−

units consist of triangular planar moieties separating the Ca channels in the ab-plane
(Figure 2.6). Ca3CrN3H is stable under inert atmosphere up to approximately 400
℃. Above this temperature, it releases H2 gas. Interestingly, the compound retains
its hexagonal structure after de-hydrogenation, while the parent nitride, Ca3CrN3, is
orthorhombic before hydrogenation. This observation indicates that the meta-stable

Figure 2.6: Crystal structure of Ca3CrN3H. The dotted line delimits a unit cell.
Reproduced with permission from [23]. Copyright 2022 John Wiley and Sons.
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phase of hexagonal Ca3CrN3 is robust. When the later is exposed back to H2 gas at
400 ℃, it returns to Ca3CrN3H [23].

Despite the good knowledge of the average structure of Ca3CrN3H, as deter-
mined from X-ray diffraction (XRD), the local structure surrounding hydride-ions
remains unclear because of the poor sensitivity of X-rays to hydrogen species. More
specifically, the exact hydride-ion stoichiometry is suspected to be less than one, but
between 0.7 and 0.9. This hypothesis is based on mass spectrometry analysis during
hydrogen desorption [23]. Consequently, a remaining open question concerning this
material is:

• What is the local structure around hydride-ions in Ca3CrN3H, and does it
include hydride-ion vacancies?

2.2.2 Hydride-ion mobility

The sorption and desorption properties of Ca3CrN3H mentioned above gave the
first indication of a facile H diffusion in the material. To investigate this property,
transient kinetic analysis experiments were conducted under H2/D2 gas [23]. It was
observed that when a sample of Ca3CrN3H is exposed to D2 at 400 ℃, it releases HD
gas, which demonstrates that H− is exchangeable with D−. During this experiment,
60% of the hydride-ions were found replaced by deuterium ions, indicating that bulk
hydride-ions, and not only surface hydride-ions, are implied in the turnover. In fact,
the facile diffusion of the bulk hydride-ions up to the surface is suspected to be
an important feature for the catalytic activity of Ca3CrN3H in ammonia synthesis
(Appendix B) [21]. However, this hypothesis is established on the basis of DFT
calculations and would require experimental support. In summary, a remaining open
question is:

• What is the hydride-ion diffusion mechanism in Ca3CrN3H, and how is it af-
fected by temperature and vacancy concentration?
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Chapter 3

Neutron scattering

This chapter gives a short introduction to neutron scattering theory and techniques.
It describes the specific cases of INS and QENS, which have been used in this thesis.1

3.1 General aspects of neutron scattering

3.1.1 About neutrons

Neutron are quantum particles and are characterized by, among others features, a
mass, a momentum, a kinetic energy, a wavelength and a frequency. Neutrons wave-
lengths typically used in scattering techniques are in the order of 1–10 Å. The larger
wavelengths correspond to the slowest, less energetic neutrons, called cold neutrons
2. Wavelengths of ∼ 2 Å correspond to thermal neutrons.3 The smaller wavelengths
correspond to faster, more energetic neutrons, called hot neutrons.4 Fortunately, this
range of wavelengths matches the typical inter-atomic distance in condensed matter
and consequently, when neutron waves are scattered by atoms, their phases create
positive and negative interference leading to Bragg peaks, reflecting the crystal struc-
ture. This phenomenon is called diffraction and can be measured to investigate the
atomic arrangement, i.e. the structure, of materials. Moreover, their typical kinetic
energy matches the typical thermal excitation energy of atoms in condensed matter.
Consequently, neutrons can excite or absorb excitations in the sample, thus losing

1The provided formalism is mainly based on the textbook references [58, 59].
2Cold neutrons have a typical kinetic energies in the range of 0− 26 meV.
3A thermal neutron is a neutron in equilibrium with a thermal bath at room temperature, T =

300 K. It has a kinetic energy of E ≈ kBT ≈ 26 meV.
4Hot neutrons have a typical kinetic energies in the range of 26− 500 meV.
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or gaining kinetic energy. The energy exchange can be measured, allowing for the
investigation of dynamics of the sample. This technique is known as as neutron
spectroscopy and is introduced in more details below.

Another useful property of neutrons is their charge neutrality. Because they carry
no electric charge, neutrons do not interact with electron clouds and can therefore
penetrate relatively deep into matter (typically a few cm). They interact with nuclei
via nuclear forces and thus probe the bulk properties of a sample in a non-destructive
manner. Comparatively, X-rays, which interact with electrons, typically penetrate a
much shorter distance, of 10−2 to 10−5 cm when shone onto a sample.

Neutrons carry a magnetic dipole moment and can thus interact with magnetic
sources such as the electron magnetic dipole moment. Using this property, the struc-
tural arrangement of the magnetic sources in the sample and their dynamics can be
observed with neutron scattering. Magnetic scattering was not used in this thesis
and will not be discussed further.

Finally, neutrons have a spin angular momentum of ±1
2
ℏ whose orientation may

be flipped during the scattering process (+1
2
ℏ → −1

2
ℏ or −1

2
ℏ → +1

2
ℏ), and may

provide information about the nature of the scattering, e.g, magnetic or nuclear.

3.1.2 Scattering kinematics

Because of its quantum nature, a neutron beam can be described with a complex
plane wave function Ψ(r) = A exp (ik · r), with k the neutron wavevector, r the
spatial coordinate, and A a normalization factor. After the scattering process and
near a scattering centre—i.e, a nucleus—the wavefronts can be described as spherical
waves Ψsc(r) = −Ab/r exp (ikr), but far from the scattering centre, where neutrons
are detected, they can be described as planar waves. Here we have introduced b, the
scattering length, expressing the strength of the interaction between the neutron and
the nucleus.

In a typical neutron scattering experiment, an incident neutron beam ki is pointed
toward the sample, and the scattered neutron kf is detected at various angles from
the incident direction (Figure 3.1).The scattering vector5 is defined as:

Q = ki − kf (3.1)

and, if there is a change in energy between the incident and scattered neutrons, the

5Also referred to as the momentum transfer ℏQ.
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energy transfer6 is expressed as:

ℏω = Ei − Ef =
ℏ2k2

i

2mn

−
ℏ2k2

f

2mn

(3.2)

Combining eq. (3.1) and (3.2), one gets

Q2 = k2
i + k2

f − 2kikf cos θ =
2mn

ℏ2
(2Ei − ℏω − 2

√
Ei(Ei − ℏω) cos θ) (3.3)

Equation (3.3) shows that the momentum (Q) and energy transfer (ℏω) are not
independent from each other. In practice, fixing Ei restricts the accessible (Q, ω)
space, and must be chosen carefully when designing the experiment.

3.1.3 Scattering cross section and structure factor

The measured quantity in a neutron scattering experiment is the differential scat-
tering cross section, denoted d2σ

dΩdEf
. This quantity is proportional to the number of

neutrons scattered per second in a solid angle Ω oriented in a given direction, with
a final energy between Ef and Ef + dEf :

d2σ

dΩdEf

=
kf
ki
S(Q, ω) (3.4)

S(Q, ω) is called the dynamical structure factor 7, and is usually the quantity of
interest in a neutron experiment because it is ideally independent of the instrument
geometry and the incident neutron wavelength.8 Essentially, S(Q, ω) is a response
function (in the sense that it is the response to the perturbation introduced in the
scattering system by the neutron), which measures space- and time-correlations and
represents the spontaneous fluctuations of atomic positions in the system. In the
formalism established by Van Hove, it is written as:

S(Q, ω) =
1

2πℏ
∑
j,k

bkbj

∫ ∞

−∞
⟨exp(−iQ · rj(0)) exp(iQ · rk(t))⟩ exp(−iωt)dt (3.5)

In this expression, bj refers to the scattering length of the atom j (the bar represents
an isotope and spin average), rj(t) is the position in space of the atom j at time t,
and ⟨...⟩ represents a thermal average.

6Sometimes denoted ω.
7Sometimes referred to as scattering function or scattering law.
8However, instrumental effects inherent to the geometry, or due to the resolution and efficiency

of the instrument, can be observed (see Section 4).
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Figure 3.1: Schematic description of a neutron scattering process. The vertical
lines perpendicular to ki and kf , and the circles around the sample represent the
wavefronts. dΩ is the solid angle covered by the detector.

3.1.4 Coherent and incoherent scattering

The scattering length describes the amplitude of the scattered neutron wave. It
has the dimension of length and can be positive or negative, and even complex9.
Typically, a sample contains several isotopes of a same element, in proportion to its
natural abundance, which are randomly distributed. Because the scattering length
varies with the isotope, each isotope scatters neutrons with a different amplitude,
and, consequently, the interference pattern will be affected. This deviation to the
ideal scattering is quantified in a so-called isotope incoherent scattering. Similarly,
the nuclear spin is a source of incoherence. A neutron has spin orientation ±1/2,
and when it interacts with a nuclei of spin S the scattering length depends on the
combined spin S+1/2 or S−1/2 and can take two values. This variation in b gives rise
to a so-called spin incoherent scattering. For example, hydrogen has three isotopes,
namely 1H, 2H, 3H, with a major natural abundance of 99.985% of 1H. As a result,
most of the hydrogen atoms in a sample are 1H and the isotope incoherent scattering
is almost null. However, it has a nuclear spin of 1/2 and the spin orientations of the
combined system neutron+hydrogen are 0 and 1 (corresponding to singlet and triplet
states, respectively), with scattering lengths of b− = −47.52 fm and b+ = 10.85 fm,
respectively. The large deviation between b− and b− causes a strong spin incoherent
scattering signal.

9The imaginary part of a complex scattering length is related to the absorption of neutrons by
the nuclei.
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In eq. (3.5), assuming a random distribution of isotopes and spin orientations,
bkbj can be simplified by:

bkbj = |bj|2 if j = k,

= b̄kb̄j if j ̸= k
(3.6)

Using eq. (3.6) the sum in eq. (3.5) can separated into a sum of coherent and an
incoherent contribution, according to:

Scoh(Q, ω) =
1

2πℏ
∑
j,k

b̄kb̄j

∫ ∞

−∞
⟨exp(−iQ · rj(0)) exp(iQ · rk(t))⟩ exp(−iωt)dt (3.7)

and

Sinc(Q, ω) =
1

2πℏ
∑
j

(|bj|2 − |bj|2)
∫ ∞

−∞
⟨exp(−iQ · rj(0)) exp(iQ · rj(t))⟩ exp(−iωt)dt

(3.8)
Eq. (3.8) embeds together the isotope and spin incoherence, but is it possible to
separate them experimentally, as shown in Figure 3.2(b). Although purely mathe-
matical, incoherent and coherent scattering have a physical interpretation, illustrated
in Figure 3.2. From eq. (3.7) and (3.8), it is clear that coherent scattering depends
on the average scattering lengths b̄ , while the incoherent scattering depends on the
deviations from b̄. Eq. (3.7) and (3.8) also show that the incoherent scattering is due
to the self-correlation in position at different times of each individual nucleus, while
the coherent contribution is due to both the self-correlations of individual nuclei and
the pair-correlations between the position of different nuclei. In summary, incoherent
scattering carries information about individual atoms, irrespective of their arrange-
ment, while coherent scattering yields information about collective behaviors such as
the periodic structure of a crystal or their collective vibrations.

For any atomic species, the coherent and incoherent cross sections are defined as
σinc = 4π(|b|2−|b|2) and σcoh = 4π|b|2. For hydrogen, b = 3

4
b++ 1

4
b− = −3.74 fm and

|b|2 = 3
4
b2+ + 1

4
b2− = 6.49 barns, resulting in a large (spin) incoherent cross section of

80.3 barns, and a coherent cross section of 1.8 barns. The incoherent cross section of
hydrogen is the largest among all atomic species. This feature is very useful for the
study of dynamics in oxide- and nitride-hydride materials, because it ensures that
most of the incoherent scattering can be interpreted in terms of hydride-ion dynamics.
Moreover, due to their small coherent cross section, neutrons mostly ”see” individual
hydrogen species, rather than their spatial distribution in the sample. Thus, it allows
for the observation of the self-diffusive motions of individual hydride-ions, via QENS,
as well as their individual vibrational modes, via INS.
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Figure 3.2: (a) Schematic illustration of the coherent and incoherent scattering con-
tributions. In this example, the random distribution of two scattering lengths, b1, b2,
can be either due to spin orientation or different isotopes. (b) Diffraction profile of a
powder sample of SrTiO2.9H0.1 measured on the spectrometer LET at the ISIS pulsed
neutron source, with a separation between coherent and spin incoherent scattering.
The Bragg peak at 1.6 Å−1 results from the periodic arrangement of the atoms in
the crystal and is thus only visible in the coherent signal.

3.2 Inelastic neutron scattering

INS deals with the study of neutron-sample interactions involving an energy transfer.
A neutron energy gain (ℏω < 0) implies a sample energy loss, and a neutron energy
loss (ℏω > 0) implies a sample energy gain (Figure 3.3). INS is thus used to probe
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Figure 3.3: Illustration of the dynamical structure factor measured in a neutron
scattering experiment. Adapted from ref. [58] with permission of The Licensor
through PLSclear.

the vibrational excitation states of the sample.
The typical vibrational motions in condensed matter that INS probes are in the

range of 1–500 meV. They correspond to oscillatory motions of small amplitude
(compared to the interatomic distances) of atoms around their equilibrium posi-
tion. In oxide- and nitride-hydride materials, we can observe collective vibrations,
called phonons, and individual vibrations of the hydride-ions. This section briefly
introduces some general aspects of vibrational dynamics of hydrogen as well as the
associated dynamical structure factor measured with INS.

3.2.1 Isolated hydrogen atom trapped in a harmonic poten-
tial

In BaTiO3−xHx, the hydride-ions are randomly distributed over the oxygen sub-
lattice and are present in relatively low concentrations. As a result, they do not
interact with each other and can be considered as isolated hydrogen atoms trapped
in harmonic potentials. The case of the isotropic harmonic potenital is described in
Appendix C.

In the case of an anisotropic harmonic potential, such as an hydride-ion in
BaTiO3−xHx, the system has 3 distinct fundamental vibrational modes, denoted νx,
νy, νz, with fundamental frequency ωx

0 , ω
y
0 , ω

z
0. The dynamical structure factor will

show intensity when the energy transfer matches one of the vibrational mode, i.e for
ω = pων

0 , with p the transition order. p = 1 is called the fundamental transition, and
p > 1 are called overtones or higher-order transitions (see Figure 3.4). The intensity
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Figure 3.4: INS spectrum of a powder sample of BaTiO2.9H0.1 measured on LA-
GRANGE at the ILL, together with fits of the hydrogen peaks (shaded areas). Inset:
illustration of the directions of the three vibrational modes in BaTiO3−xHx.

of each mode ν can be written as:

S(Q, ων)p ≈
σtot,H

4π
exp(−[Q ·

∑
ν=νx,νy ,νz

uν ]
2)
[Q · uν ]

2p

p!
(3.9)

where uν is the displacement vector of maximum amplitude of the mode ν.
Note, the INS experiments in this thesis were performed on powder samples. The

powder averaged form of eq. (3.9) is given by:

S(Q,ων)p ≈
σtot,H

4π
exp(−Q2α(p)

ν )
Q2pu2p

ν

p!
(3.10)

where u2
ν is the mean square displacement of mode ν, and α

(p)
ν is a coefficient related

to the transition order:

α(1)
ν =

1

5
(u2 + 2u2

ν) and α(2)
ν =

1

7
(u2 + 4u2

ν) (3.11)

with u2 = u2
νx + u2

νy + u2
νz , the total mean square displacement.

The term exp(−Q2α
(p)
ν ) in eq. (3.10) is called Debye-Waller factor, and decreases

with increasing Q and increasing u. This is an effect of the thermal fluctuation
of the hydride-ion, appearing as a diffuse object instead of a point object, which
lowers the scattered intensity. This effect becomes more pronounced with increasing
temperature because u increases with temperature.
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Figure 3.4 shows an INS spectrum, plotted as S(ω), of a powder sample of
BaTiO2.9H0.1. The fundamental modes, first, and second overtones of hydride-ion
vibrations can be easily identified around 120 meV, 230 meV, and 350 meV. The
large peaks at 110 meV and 130 meV correspond to νz and νx,y, respectively.

3.2.2 Collective vibrations of hydrogen atoms

This thesis presents INS data of the nitride-hydride Ca3CrN3H, in which hydride-ions
are organized in linear chains along the crystallographic c-axis (see section 2.2.1).
This case differs from the case of BaTiO3−xHx because hydride-ions are now inter-
acting with each others and are not individual harmonic oscillators. Their collective
vibrational modes are called phonon. Because hydrogen has a large incoherent cross
section, Sinc(Q,ω) is the main contribution to S(Q,ω). As a result, the observed
INS spectrum of hydride-ion collective motions is seen as the sum of every individ-
ual hydride-ion motions, and can be treated as the spectrum of a set of individual
oscillators10, with eq. (3.10). A more complete description of phonons is given in
Appendix D.

Figure 3.5 shows an INS spectrum, plotted as a 2D map of S(Q,ω), of a powder
sample of Ca3CrN3H. The intensity in the range of 80–150 meV corresponds to
fundamental modes of H, and the intensity in the range of 150–250 meV corresponds
to the first overtones of the fundamental modes.

3.3 Quasielastic neutron scattering

In oxide- and nitride-hydride materials, QENS arises from hydride-ions performing
random diffusional motions. In a spectrum, it appears as a broadening in energy of
the elastic line (see Figure 3.3). Because of the large incoherent cross section of H, all
quasielastic signals presented in this thesis can be interpreted in terms of incoherent
scattering. This means that QENS probes here the self-diffusion motions of H. Such
motions can be described by a self pair correlation function Gs(r, t), representing the
probability of finding H at the position r and the time t, given that it was at the
position r = 0 at the time t = 0. Sinc(Q,ω) is the time and space Fourier transform
of Gs(r, t). Thus, describing Gs(r, t) for different types of H motions allows us to
establish the expected Sinc(Q,ω).

The analysis of a QENS spectrum is based on the amplitude and the width
(∆E) of the quasielastic signal. Their characteristics allow to disclose two types

10This is called the incoherent approximation.

23



Figure 3.5: INS spectrum of a powder sample of Ca3CrN3H measured on 4SEASONS
at J-PARC. Four incidents energies were used (64.2 meV, 95.2 meV, 156 meV, and
299 meV).

of diffusion: long-range (translational) diffusion, and localised (spatially-restricted)
diffusion. The amplitude provides infomartion about the geometry of the motion
(long-range or localised), and when the diffusion involves jumping motions of the
diffusing particle, ∆E is directly related to the average residence time.

Long-range diffusion

Hydrogen diffusion in a solid is typically described by successive jumps between
(stable) positions. When the time and space resolutions are much larger than the
typical jump length and residence time of the diffusion, motions can be seen as
continuous and be described with Fick’s law. For the isotropic case, the self pair
correlation function can be expressed by:

Gs(r, t) =

(
1

4πD|t|

)3/2

exp(−r2/4D|t|), (3.12)

with D the diffusion constant of the process. After Fourier transformation, this
expression becomes:

Sinc(Q,ω) =
1

π

ℏΓ(Q)

(ℏω)2 + (ℏΓ(Q))2
, (3.13)

with Γ(Q) = DQ2.

24



As can be seen in eq. (3.13), Sinc(Q,ω) is a Lorentzian function of full-width at
half-maximum in energy (FWHM) 2ℏΓ(Q), and it becomes clear that the FWHM is
correlated to the time scale of the dynamics, embedded in D. The Q2 dependence
of the FWHM is a typical signature of long-range continuous diffusion. For other
long-range diffusion mechanisms, this trend is usually verified at small Q, but when
the average jump distance increases, a deviation from the Q2 trend occurs at higher
Q. A more complex formalism, such as the Chudley-Elliott model, is then required
to model the FWHM [60].

Localised diffusion

Diffusion can also remain localised within a spatial boundary. In the case of oxide-
and nitride-hydride materials, it typically corresponds to jump diffusion between a
restricted number of sites. In the simplest case of two equivalent sites separated by a
distance l and with a mean residence time τ , one can derive the incoherent dynamical
structure factor:

Sinc(Q,ω) =
1

2
[1 + j0(Ql)]δ(ℏω) +

1

2
[1− j0(Ql)]

1

π

ℏΓ
(ℏω)2 + (ℏΓ)2

, (3.14)

with Γ = 2/τ and j0(x) = sinx/x the first spherical Bessel function. This expression
is obtained after powder averaging, i.e. averaging over all scattering directions.11

Importantly, eq. (3.14) includes a delta function which is absent in eq. (3.13) and
reflects the fact that the probability to find the hydride-ion on each of the site after
an infinite time is not null—as it would be for an unrestricted diffusion. Another
notable difference with eq. (3.13) is the constant value of Γ over Q. Finally, the
pre-factors for the delta and the Lorentzian functions both depend on Q and are
correlated.

The pre-factor for the delta function is called elastic incoherent structure factor
(EISF). It is the square modulus of the Fourier transform of the site distribution,
so it is commonly used to determine the geometry of the localised dynamics. For
the two-sites jump model, eq. (3.14) shows that it has an oscillating trend of period
2π/l. Thus, the position of the first minimum of the EISF provides a good indication
about the spatial extend of the localised dynamics.

11Powder averaging is employed with powder samples which contain many crystallite orienta-
tions.
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Practical aspects of QENS analysis

In practice, the measured dynamical structure factor is fitted to the function:

Smeasured(Q,ω) =

[
aD(Q)δ(ℏω) + aL(Q)

1

π

ℏΓ(Q)

(ℏω)2 + (ℏΓ(Q))2

]
⊛R(Q,ω) + bkg(Q)

(3.15)
Here, the delta and Lorentzian functions are convoluted with the instrumental reso-
lution, and the fitted parameters, aD(Q), aL(Q),Γ(Q), bkg(Q) are analysed in terms
of localised or long-range diffusion, as described above. bkg(Q) represents a back-
ground which can be due to the instrument and the sample environment, or arise
from the sample itself such as scattering by phonons.

Despite the large incoherent cross section of H, coherent scattering from other
species in the sample persists in the elastic intensity at the Bragg peak positions.
Consequently, data analysis is typically conducted away from the Bragg peaks. In
the specific case of 1D diffusion, the fit is performed with:

Smeasured(Q,ω) = aL(Q)S1D,inc(Q,ω)⊛R(Q,ω) + bkg(Q) (3.16)

Figure 3.6 (a) shows an example fit of a quasielastic spectrum of a powder sample of
SrTiO2.9H0.1, in which the diffusion was identified as localised. Figure 3.6 (b) shows
the EISF fitted to the 2-sites jump diffusion model.

Figure 3.6: QENS data of a powder sample of SrTiO2.9H0.1 measured at 500 K on
IN5 at the ILL. (a) Dynqmical structure factor, S(Q,ω), with fitting components.
(b) EISF and fit to the 2-sites jump model.
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Chapter 4

Neutron spectrometers

4.1 QENS and INS instruments

Neutron spectrometers are designed to explore the (Q, ℏω) space in INS, QENS, and
diffraction experiments. As illustrated in Figure 4.1, different types of spectrometers
allow to access different regions of this space. Since Q and ℏω are associated to the
space and time correlations of the dynamical processes under investigation, each type
of spectrometer is more or less suited for probing the targeted dynamical process.
Typically, optical phonons or molecular vibrations are found in the sub-picosecond
time scales, corresponding to ℏω > 1 meV, which is best probed with triple-axis or
time-of-flight techniques. Diffusion is typically found in the picosecond to nanosec-
ond time scales, corresponding to 0.01 < ℏω < 1 meV, which is best probed with
backscattering or spin echo techniques. Deep inelastic technique, probing ℏω > 1 eV
to investigate atomic momentum distributions, was not used in this thesis and is not
discussed further.

Time-of-flight (ToF) instruments use the flight time of neutrons to travel over a
given distance to determine their velocity and, thus, their energy. The strength of
these instruments is to cover quickly a large (Q, ℏω) space by measuring all Q and ℏω
simultaneously. This can be achieved thanks to the ToF technique coupled with large
detector areas. Any neutron spectrometer is composed of a primary spectrometer
placed before the sample, used to select or analyse the neutron incident energy (Ei),
and a secondary spectrometer placed after the sample, used to select or analyse the
neutron final energy (Ef ). In the so-called direct geometry instruments, the primary
spectrometer fixes Ei, and the secondary spectrometer measures Ef , whereas in the
indirect (or inverted) geometry instruments, the primary spectrometer analyses Ei,
and the secondary spectrometer fixes Ef . The indirect geometry has the advantage
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Figure 4.1: (Q, ℏω) space probed by different types of neutron spectrometers, to-
gether with the associated length (d) and time (t) correlations, and types of typical
dynamical processes within different regions of the (Q, ℏω) space. The dashed lines
represent the region accessible with neutron energy-loss scattering. Adapted from
[58] with permission of The Licensor through PLSclear.

of accessing a large range of neutron energy loss1 with a fixed Ef and being only
limited by the energy range of the primary spectrometer, whereas the fixed Ei in the
direct geometry limits the neutron energy loss to ℏω < Ei. However, the indirect
geometry can suffer from spurious features from the crystal analyser in the secondary
spectrometer. The direct geometry is very flexible in choosing the more suitable Ei

and energy resolution for the probed dynamical process.
Triple-axis instruments use monochromating and analysing crystals as primary

and secondary spectrometers. Their strength is to adjust the Q and energy transfer
resolutions to the dispersion properties of the measured excitations, i.e. phonons.
Although they are not suited to cover a large area of the (Q, ℏω) space, a modified
secondary spectrometer allows for a simultaneous measurement of many Q values,
as done with the indirect spectrometer LAGRANGE introduced in section 4.3.

Backscattering instruments use analysing and/or monochromating crystals in

1The neutron energy loss side of a spectrum is essential to probe vibrations of energy > kBT
because, as an effect from the detailed-balance, the intensity in the energy gain side is reduced.
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backscattering position, i.e. with a scattering angle near 180°, where the energy
resolution of these crystals is best. They can access high energy resolutions but
usually have a restricted energy transfer window. Thus, they are well suited for
measuring the small ℏω involved in QENS measurements, but cannot access higher
ℏω targeted in INS experiments.

In this thesis, a ToF spectrometer (4SEASONS), a variant of three-axis spec-
trometer (LAGRANGE), and a backscattering spectrometer (DNA) were used. The
following sections give technical details of each of these instruments.

4.2 The ToF spectrometer 4SEASONS

4SEASONS is a direct geometry ToF spectrometer at the Japan Proton Accelerator
Research Complex (J-PARC) facility [61]. The J-PARC neutron source produces
neutron pulses at the frequency 25 Hz. 4SEASONS uses neutrons emerging from a
coupled hydrogen moderator, delivering pulses with a relatively wide energy distri-
bution of neutrons, shown in Figure 4.2.

4SEASONS [Figure 4.3 (a)] was used to perform an INS experiment on Ca3CrN3H
(Figure 3.5) and measure the hydride-ion vibrational modes. Chosen for its direct
geometry coupled with a large Ei, it allowed to access the hydride-ion frequencies
in the neutron energy-loss side. Moreover, its large detector area provided a large
coverage of the (Q, ℏω) space, which allowed to separate host-lattice, nitrogen, and
hydride-ion modes.

Figure 4.2: Spectral intensity of the neutron pulses after the coupled hydrogen mod-
erator. Adapted from [62].
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Figure 4.3(b) illustrates the ToF technique direct geometry: the nth pulse from
the source contains neutrons within a certain range of energy (fast neutrons, in
purple in Figure 4.3(b), and slow neutrons, in red). To select a specific incident
energy, a physical window in the instrument is opened at the instant when the desired
neutron velocity is reaching it, and remains closed otherwise. This window, called a
Fermi chopper, is a rotating cylinder coated with a material absorbing neutrons and
containing an array of slits. When the slits align with the beam, neutrons of specific
energy can pass through and reach the sample. Neutrons are then scattered by the
sample, where they change energy (and velocity), before reaching the detectors. The
final energy is determined by measuring the neutron ToF between the source and the
detectors and by calculating the final velocity (given the fixed distance separating
the source, the Fermi chopper, the sample, and the detectors). 4SEASONS also
includes a set of disc choppers and a T0 chopper (not represented in Figure 4.3 (b))
in order to suppress high energy incident neutrons contributing to the background
noise and to pre-select a narrow band of incident energies before the final pulse
shaping, monochromatization, and resolution setting by the Fermi chopper. Disc
choppers are rotating discs perpendicular to the beam and opaque to neutrons with
apertures in it.

Because 4SEASONS has a direct geometry, it cannot measure neutron energy-
losses above Ei. However, its multiple incident energies capability [64] provides the

Figure 4.3: (a) Schematic view of the spectrometer 4SEASONS at J-PARC [63]. (b)
Time distance diagram illustrating the ToF technique for a direct-geometry spec-
trometer at a pulsed source (adapted from [58] with permission of The Licensor
through PLSclear).
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energy range 5 < Ei < 300 meV with a resolution of ∼ 5%Ei, making it well suited
for INS experiments.

The scattering angle is measured on a large pixelated detector bank, collecting
scattered neutrons between -35° and +91° horizontally and between -25° and +27°
vertically, and consisting of an array of position sensitive detector tubes (PSD) filled
with 3He gas.

Appendix F provides details on the typical data reduction routine for TOF spec-
trometers.

4.3 The spectrometer LAGRANGE

LAGRANGE (Large Area GRaphite ANalyser for Genuine Excitations) is an indirect-
geometry spectrometer installed at the Institut Laue Langevin (ILL), France [65].
The ILL is a reactor source producing a continuous neutron beam, as opposed to
the pulsed beam at J-PARC. LAGRANGE (Figure 4.4) was used to perform an INS
experiment on Ca3CrN3H and measure the hydride-ion vibrational modes. Chosen
for its quick measurement, due to its modified secondary spectrometer and the high
neutron flux at the ILL, it allowed to perform a temperature scan in a reasonable
time (one day). Its design uses monochromating crystals to select incident neu-
tron energies and to analyse final energies. The primary spectrometer consists of a

Figure 4.4: Schematic view of the spectrometer LAGRANGE at the ILL. Adapted
from [66].
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monochromator, which can be chosen between copper or silicon crystals, and which
can be oriented relative to the incident beam to select an incident energy via the
Bragg law. This Ei scanning procedure can be seen as simulating the spread of neu-
tron energies at a pulsed source [see Figure 4.3(b)]. The combination of Cu and Si
crystals provides an accessible range of 26-500 meV with a resolution of 1–3%Ei.

The sample and secondary spectrometer are mobile in order to follow the orien-
tation of the monochromator. The secondary spectrometer consists of a barrel-like
reflecting surface of pyrolytic graphite (PG) surrounding the sample and oriented in
order to reflect neutrons of final energy of 4.5 meV towards the detector. Such a
design of the secondary spectrometer allows for collecting many neutrons, scattered
in a cone shape from the sample (see the side view in Figure 4.4), thus providing an
increased intensity compared to a classical three-axis spectrometer. However, as it
collects neutrons at a fixed scattering angle, LAGRANGE probes a narrow curved
region in the (Q,ω) space (visible in Appendix G). This feature makes it well suited
for the study of non-dispersive vibrational modes, i.e. modes whose frequency does
not depend on the wave vector. This is the case for molecular vibrations, or vibra-
tional modes of largely incoherent scatterers, of which collective effects are invisible
for neutrons, such as hydrogen vibrations.

Like 4SEASONS, the reduction of LAGRANGE data includes empty container
subtraction as well as corrections for instrumental spurious effects. In practice, the
data is normalized with a measurement of a water sample. An INS spectrum mea-
sured with LAGRANGE is visible in Figure 3.4.

4.4 The backscattering spectrometer DNA

DNA is a backscattering spectrometer at the J-PARC facility [67, 68] [Figure 4.5(a)].
It was used to perform QENS experiments on Ca3CrN3H and BaTiO3−xHx and ob-
serve the hydride-ion diffusion mechanism. Chosen for its combined high resolution
mode and large energy window mode, it allowed to measure diffusional dynamics on
a wide time scale, i.e from 100 picoseconds to 10 picoseconds.

As opposed to 4SEASONS, DNA has an indirect geometry, i.e. Ef is fixed by
crystal analysers and Ei is determined via the ToF and distance between the source
and the sample. On its low resolution mode, DNA utilizes the pulsed neutron beam
produced by the source which contains a continuum of incident energies (see Figure
4.2). The emission of the nth pulse sets the starting time for the ToF analysis. As
illustrated in Figure 4.5(c), neutrons of different energies reach the sample at different
times. Then, they are scattered by the sample, and reach the crystal analysers, set
to reflect neutrons with a specific Ef . Neutrons of energy Ef are counted in the
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detectors, at different instants t, defining the total ToF from the source. The energy
transfer is calculated from the ToF via:

ℏω =
mn

2

(
L2
1

(t− t2)2
− L2

2

t22

)
(4.1)

and

S(θ, ω) = −L1(t− t2)
2

t2mnL2

d2σ

dΩdt
, (4.2)

in which t2 is fixed by Ef and L2 and t1 = t− t2. The energy resolution is ∼ 14 µeV
and the accesible energy range is -500–1500 µeV.

Figure 4.5: (a,b) Schematic view of the spectrometer DNA at J-PARC. Taken from
[63]. (c) Time distance diagram illustrating the ToF technique for an indirect-
geometry spectrometer at a pulsed source (adapted from [58] with permission of
The Licensor through PLSclear).
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DNA can also operate in high resolution mode by using a set of chopper systems.
A pulse shaping chopper, consisting of two discs counter-rotating produces a narrow
neutron pulse of ∼ 30 µs (to be compared with the source pulse of ∼ 200 µs) which
reduces the uncertainty on the starting time of the ToF analysis and thus enhances
the resolution. In this setup, the resolution reaches ∼ 3 µeV, and the accessible
energy range is -20–80 µeV. The band selection chopper reduces the background due
to slow neutrons and the frame separation chopper is used to prevent the overlap
of scattered neutrons coming from two consecutive pulses. By removing a few con-
secutive pulses, the frame separation chopper adds some dead time at the detectors
between two pulses, thus preventing slow neutrons from the pulse n and fast neutrons
from the pulse n+ 1 to arrive at the detectors at the same time [see Figure 4.5 (c)].

The secondary spectrometer is a spherical surface of silicon crystal analysers using
Bragg scattering to select neutrons of final energy Ef = 2.08 meV. After reflection
on the analysers, neutrons are collected in a bank of tube detectors arranged around
the sample. The high energy resolution of DNA is achieved by utilizing the crystal
analysers in backscattering position, i.e. at a Bragg angle θ = 87.5◦ ≈ 90◦, providing
the lowest uncertainty in wavelength of the selected neutrons. This is expressed when
differentiating the Bragg law:

(∆λ)2 = (2∆d sin θ)2 + (2d∆θ cos θ)2 (4.3)

At θ = 90◦, cos θ = 0 and ∆λ is only due to the crystal imperfections ∆d.
The analyser surface collects neutrons between -18° and +138° in the horizontal

plane, and between -14° and +21° in the vertical plane, allowing for measuring Q in
the range of 0.08–1.86 Å−1. The data reduction process is identical to 4SEASONS
(Appendix F), except that the ToF to energy conversion is done at the beginning
and all corrections are done in the ℏω space.
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Chapter 5

Density functional theory

Density functional theory (DFT) is a powerful tool for neutron spectroscopists be-
cause neutron observables, such as vibrational frequencies, activation energies, or
diffusion time scale and space scale, are relatively easy to compute with DFT, mak-
ing theory and experiments comparable. This chapter provides a brief introduction
about the fundamental aspects of DFT and how it has been applied in this thesis.1

5.1 General aspects of density functional theory

Electrons are the fundamental ”glue” of condensed matter, bonding atoms together,
and their electornic states is at the origin of electrical, magnetic, optical, and chem-
ical properties of materials. Thus, finding a good model for a material and its
properties means finding a good model for its electronic structure. DFT is an ab
initio, or first principles, method to model electronic structures. Ab initio indicates
that the formalism is based on fundamental equations of physics without additional
assumptions, that is, based on the Schrödinger equation:

ĤΨ(r,R) = EΨ(r,R) (5.1)

Here, Ĥ is the Hamiltonian of the total electron and ion system, Ψ is its wave func-
tion, r is the position of the electrons, and R is the position of the nuclei. As ions
are heavier than electrons, they move on much slower time scales, and electrons ac-
commodate instantaneously to such motions. As a result, the ionic and electronic
Hamiltonians are often treated separately, and the ionic positions are fixed param-

1The provided formalism is mainly based on the textbook reference [69].
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eters in the electronic Hamiltonian.2 The Hamiltoninan for a many-electron system
can be written as:

Ĥel = − ℏ2

2me

N∑
i=1

∇2
i −

N∑
i=1

P∑
k=1

Zke
2

|ri −Rk|
+

1

2

N∑
i=1

N∑
j=1
j ̸=i

e2

|ri − rj|
(5.2)

with i indexing electrons, k indexing ions, e the elementary charge, Zk the charge of
ion k, and me the electron mass. The three terms of eq. (5.2) correspond respectively
to the kinetic energy of electrons, the electron-nuclei interactions (further referred as
external potential Vext(r)), and the electron-electron interactions.

Eq. (5.1) is insoluble analytically for more than a few electrons. DFT provides
a method to calculate numerically the ground state of large many-electron systems,
which is based on the Hohenberg-Kohn theorems and the Kohn-Sham ansatz.

The Hohenberg-Kohn theorems

The Hohenberg-Kohn theorems prove that the many-electron problem can be ap-
proached and solved in terms of electron density, and that all properties of the sys-
tem can be expressed as unique functionals of the electron density [70]. Specifically,
they state that a universal functional for the energy E[n] in terms of the density n(r)
can be defined, and that the exact ground state energy of the system is the global
minimum value of E[n]. The density n(r) which minimizes E[n] is the exact ground
state density n0(r). The Hohenberg-Kohn theorems do not offer a direct expression
for E[n] or guidance on its practical utilisation. The Kohn-Sham approach, how-
ever, successfully addresses this limitation by providing a methodology for solving
the many-electron problem based on these theorems.

The Kohn-Sham ansatz

The Kohn-Sham approach reformulates the many-electron problem into a set of
non-interacting electrons moving in an effective potential [71]. Crucially, a non-
interacting system can be easily solved numerically, with a mathematical formulation
more tractable than that of a many-electron system. The Kohn-Sham ansatz assumes
that the real many-electron system and the fictitious non-interacting system have the
same ground state density n0(r), and thus the same properties, pursuant to the first
Hohenberg-Kohn theorem.

2This is the Born-Oppenheimer or adiabatic approximation, which provides accurate results for
diffusional and vibrational motions in solids.
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In the Kohn-Sham approach, the many-electron wave function is replaced by a
single particle wave function and the correlation effects between electrons are all
embedded in a so-called exchange and correlation functional of the density.

The Kohn-Sham approach provides an expression for the energy functional of the
density E[n]:

EKS[n] = Ts[n(r)] + EHartree[n(r)] + Exc[n(r)] +

∫
drVext(r)n(r) (5.3)

where Ts is the non-interacting kinetic energy of electrons, EHartree the classical
Coulomb interaction energy, Exc the exchange-correlation energy, and Vext the po-
tential due to the presence of ions or any external field. Except Exc, all these energy
contributions are known exactly and have an analytical expression. The exchange-
correlation term includes all complicated electron-electron interactions which are not
described in the non-interacting kinetic and Coulomb terms. It is defined as the dif-
ference between the kinetic and internal interaction energy of the true many-electron
system and the non-interacting system: Exc[n] = ⟨T̂ ⟩+ ⟨V̂int⟩ − Ts[n]− EHartree[n].

In principle, if Exc was known exactly, the Kohn-Sham equations would give the
exact ground state density and energy for the many-electron system. As a result, the
heart challenge of DFT is to find a good approximation for Exc. Since the formula-
tion of the Hohenberg-Kohn-Sham approach, many exchange-correleation functionals
were proposed and are still of common usage [72]. For example, in Paper II and IV,
we used the functionals PBE [73] and PBEsol [74], known to model adequately vi-
brational motions in crystalline solids [75].

The Vienna Ab initio Simulation Package (VASP) [76–79] implements DFT for
crystalline solids and was used in this thesis to study the electronic and vibrational
properties of oxide- and nitride-hydride materials. The next section provides details
on two methods used in Paper II to model vibrational motions in Ca3CrN3H.

5.2 Modeling vibrational motions

As mentioned in the previous section, DFT models electronic structures and treats
ionic positions as fixed parameters. Consequently, an additional mathematical treat-
ment is necessary to model ionic motions. In Paper II, we used both a finite dis-
placements approach and a molecular dynamics approach.
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Finite displacements approach

The finite displacements approach models phonons within the harmonic approxima-
tion, that is, assuming that atomic displacements are small compared to the inter-
atomic distances and that the energy potential around each equilibrium position can
be approximated as harmonic. Two simple cases were briefly described in Section
3.2.2.
In the general case, the energy potential V of the ionic system, depending on the
ionic positions (R1, ...,Rn), can be written as a Taylor expansion:

V ({R}) = V ({Req}) +
1

2

∑
i,α,j,β

∂2V ({Req})
∂Ri,α∂Rj,β

dRi,αdRj,β (5.4)

with {Req} the equilibrium positions, and α and β indexing the cartesian coordinates
α, β = (x, y, z). The so-called second-order force constants (FCs) are defined as:

Φi,α,j,β =
∂2V ({Req})
∂Ri,α∂Rj,β

= −∂Fj,β

∂Ri,α

, (5.5)

with Fj,β the force on atom j in direction β due to Ri,α, the displacement of atom i
in direction α.

FCs can be obtained via eq. (5.5), where DFT is used to calculate the inter-
atomic forces Fj,β from the ground state of the electronic system.3 Numerically,
atom i is slightly displaced in direction α and ”frozen” at the position Ri,α +∆Ri,α

(the displacement ∆Ri,α is usually between 0.1 Å and 0.3 Å), the force on atom j in
direction β, Fj,β(∆Ri,α) is evaluated by DFT, and the the FC is approximated as:

Φi,α,j,β ≃ −Fj,β(∆Ri,α)− Fj,β

∆Ri,α

, (5.6)

In the harmonic approximation, the FC matrix and ionic positions are the only
parameters required to solve the equation of motion of ions and obtain the phonon
dispersion relation. In this thesis, we used the software Phonopy to perform this last
step. Details on its implementation can be found in refs [81, 82].

3Calculating the force acting on atom i is possible according to the Hellmann–Feynman theorem

[80], providing: Fi = − dE
dRi

= −
〈
ψ

∣∣∣∣ dĤdRi

∣∣∣∣ψ〉, with ψ the ground state electronic wave function.
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Molecular dynamics approach

When the calculation cell is too large to compute the entire FC matrix, an ab initio
molecular dynamics (AIMD) approach can be used. AIMD calculates atomic tra-
jectories by integrating the classical equations of motion for the ion positions and
velocities using forces derived from DFT calculations. The main steps of AIMD can
be summarized as:

1. Initialization: positions and velocities of all atoms in the system are initialized
for time t = 0.

2. DFT calculation: a DFT calculation is performed to determine the electronic
ground state structure of the system and the forces acting on atoms.

3. Equations of motion: the equations of motion for the ion positions and
velocities are established based on Newton’s second law, miR̈i = Fi.

4. Time Integration: a numerical integration algorithms such as the Verlet
algorithm [83] is employed to integrate the equations of motion and update the
atomic positions and velocities at a later time step (a time step is usually a
few fs).

5. Thermostat: As experiments are often performed at fixed temperature, one
needs to model the canonical (or NVT) ensemble, where the temperature of
the system is fixed. However, steps 1, 2, 3 model intrinsically a microcanonical
(or NVE) ensemble, where the the total energy of the system is fixed. Conse-
quently, a thermostat algorithm, such as the Nosé–Hoover thermostat [84], is
employed to adjust the temperature of the system.

6. Iterations: steps 2–5 are repeated until the total simulation time is reached
(typically a few tens of ps for modeling atomic vibrations).

The vibrational motions are then computed from the atomic trajectories via the
velocity autocorrelation function (VACF). The VACF of atom i is mathematically
defined as:

Cii(t) =
1

3
⟨vi(t0)vi(t0 + t)⟩t0 (5.7)

where ⟨⟩t0 denotes an average over initial times t0. For oscillatory motions, such as
atomic vibrations of a crystal lattice, the Fourier transform of the VAFC defines the
vibrational density of states (DOS):

DOS(ω) =
∑
i

wiC̃ii(ω) (5.8)
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with wi a weighting factor for each atom. The DOS is a phonon spectral energy
density, or phonon spectrum, that is, the number of phonon modes of a specific
frequency ω in a small frequency interval dω.

In this thesis, a generalized vibrational density of state (GDOS) was computed
from the neutron dynamical structure factor Sinc(Q,ω) and compared to the theo-
retical DOS. The GDOS was defined within the incoherent approximation, i.e, by
using eq. (5.8) with wi = σi,inc exp(−2Wi)/4πmi. This was done in Paper II and
used to interpret the INS data, where we used the software VASP to perform the
AIMD calculations and the software MDANSE [85] to analyse the trajectories.
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Chapter 6

Summary of results

6.1 Hydride-ion dynamics in Ca3CrN3H

Paper I and II take up the remaining open questions on Ca3CrN3H as introduced in
Chapter 2:

1. What is the local structure around hydride-ions in Ca3CrN3H, and does it
include hydride-ion vacancies?

2. What is the hydride-ion diffusion mechanism in Ca3CrN3H, and how is it af-
fected by temperature and vacancy concentration?

Question 1 is investigated with a combination of INS, finite displacements, and AIMD
techniques, examining the hydride-ion vibrational modes which are usually correlated
to the surrounding coordination environment (Paper II). Question 2 is investigated
with QENS, by observing hydride-ion bulk mobility (Paper I).

6.1.1 INS results - Paper II

First, interpreting the INS data in conjunction with finite displacements and AIMD
calculations validates the overall average crystal structure of the material, shown in
Figure 2.6. In addition, two types of hydride-ion vibrational motions are revealed
(Figure 6.1). Vibrations in the crystallographic ab-plane (labelled ω⊥,1 and ω⊥,2)
have a non-dispersive character, whereas vibrations along the c-axis (ω∥) are found
dispersive, i.e. vibrational frequencies spread out over the energy range of 80–130
meV as a function of the wave vector [Figure 6.1(b)]. Such a distribution of intensity
is interpreted as a coupling between the hydride-ions, which cannot be described as
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Figure 6.1: (a) INS spectra of Ca3CrN3H measured on 4SEASONS, together with a
fit of the peaks with Gaussian (shaded areas) and a DFT-simulated INS spectrum
of Ca3CrN3H (dashed line). (b) Projected vibrational density of states (PDOS) of
Ca3CrN3H calculated with DFT, and weighted by the total neutron scattering cross
section and the mass of each element. (c) Illustration of the hydride-ion vibrational
modes.

independent oscillators along the c-axis. This means that the interaction between
neighbouring hydride-ions is strong enough to influence their vibrational frequen-
cies, and consequently their jump rate. Importantly, DFT and AIMD show that
the dispersive character disappears and that the hydride-ion vibrational frequency
decreases when vacancies are introduced into the structure, due to longer H-H dis-
tances (see Paper II, Figure 3). In summary, introducing vacancies creates jumping
sites but reduces the vibrational frequencies and thus the jumping rate. This obser-
vation gives the opportunity to tune the hydride-ion conductivity by controlling the
vacancy concentration in Ca3CrN3H.

Moreover, the AIMD data is used to asses the proportion of hydride-ion vacan-
cies in our sample of Ca3CrN3H by comparing relative intensities in the INS and
theoretical data. Since the intensity at highest energy (∼ 125 meV) is found to be
proportional to the hydride-ion concentration, it is compared with the intensity of
ω⊥,1,2 (∼ 90 meV) which is invariant with hydride-ion concentration. The intensity
ratio indicates the stoichiometry Ca3CrN3H0.8 (see SI of Paper II). Together with
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the above conclusions, this composition suggests that the material might facilitate
hydride-ion jump diffusion.

6.1.2 QENS results - Paper I

The QENS data reveals hydride-ion mobility over the entire probed temperature
range of 100–450 K, which is interpreted as one-dimensional diffusive motion of the
hydride-ions. Given the conclusions established from the INS and theoretical data,
the QENS data is analysed in terms of one-dimensional (1D) diffusional motions along
the c-axis, where hydride-ions are assumed to perform jumps between the vacant
sites located in the center of the calcium octahedra [Figure 6.2(a)]. The diffusion
constant (D) takes on values in the order of 10−6 cm2s−1 [Figure 6.2(b)]. This shall
be compared with other hydride-ion conductors investigated by QENS, such as the
oxide-hydrides BaTiO3−xHx and SrVO2H, which also show D values in the range of
10−6 cm2s−1 [13, 14]. This comparison is interesting because BaTiO3−xHx exhibits
3D diffusion, SrVO2H exhibits 2D diffusion, and Ca3CrN3H exhibits 1D diffusion.
The diffusion coefficient can be related to the microscopic jump mechanism with
the relation D = r2/nτ , where r2 is the squared jump distance, τ is the average
residence time, and n = 2, 4, 6 for 1D, 2D, and 3D diffusion. This means that, for
fixed r2 and d, reducing the dimensionality has the effect of increasing D. Ca3CrN3H,

Figure 6.2: (a) Illustration of the hydride-ion jump mechanism in Ca3CrN3H. (b)
Hydride-ion 1D diffusion constant in Ca3CrN3H as measured with QENS.
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BaTiO3−xHx, and SrVO2H are hard to compare because they have different values of
d. However, the QENS data demonstrates that 1D diffusion of hydride-ions is possible
to achieve in nitride-hydride materials, and suggests that reducing dimensionality in
the hydride-ion conductors already known, such as BaTiO3−xHx, might be used to
optimize the hydride-ion diffusivity.

Interestingly, under the interpretation of the data in terms of hydride-ion diffu-
sion, the diffusion coefficient shows a maximum at 250 K which is still to be elu-
cidated. It may be associated with a structural re-arrangement of the hydride-ion
sub-lattice, affecting the diffusivity. It is also possible that it originates from mag-
netic scattering by the unpaired electrons of the Cr4+ ions, where the fluctuations
of the spin ordering in the Cr sub-lattice at 250 K would appear in the quasielastic
signal. Such a quasielastic singal might be (incorrectly) interpreted as hydride-ion
diffusion. This hypothesis is supported by the magnetic susceptibility of the closely
related material Ca3CrN3, which shows a maximum at ∼ 240 K [86]. However, the
magnetic susceptibility of Ca3CrN3H is still unknown, and is required in order to
test this hypothesis.

6.2 Hydride-ion dynamics in BaTiO3−xHx

Paper III and IV take up the remaining open questions on BaTiO3−xHx, as introduced
in Chapter 2:

1. What is the origin of the discrepancies between experimental and theoretical
results on hydride-ion diffusion in BaTiO3−xHx?

2. Do polarons exist in non-stoichiometric composition of BaTiO3−xHx, i.e in-
cluding oxygen vacancies, and what is their impact on the electronic and ionic
conductivity of the material?

Question 1 is investigated with a systematic QENS experiment on BaTiO2.55H0.12

and BaTiO2.88H0.12, conducted over a large temperature range (250–550 K) with the
same instrument (DNA) to ensure consistency across the investigations (Paper III).
Question 2 is investigated with DFT calculations, by evaluating the activation energy
for the hydride-ion diffusion with a focus on the impact of the electronic structure
surrounding the hydride-ion–oxygen vacancy pair (Paper IV).

6.2.1 QENS results - Paper III

In BaTiO2.88H0.12, free of oxygen vacancies, no dynamics are observed, which confirms
that vacancies are required for hydride-ion diffusion. In BaTiO2.55H0.12, dynamics
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are temperature dependant in the observed range of 300–550 K. Below 350 K, the
diffusion mechanism is characterized by jumps of hydride-ions over an average dis-
tance of ∼ 3 Å, which corresponds to jumps between two nearest-neighbor (NN)
sites, whereas between 350 and 550 K, the average jump distance reaches ∼ 3.6
Å, which indicates that jump between next-nearest-neighbor (2NN) sites are also
involved (Figure 6.3). The diffusion coefficient for these dynamics is found in the
range of 10−5 cm2s−1, and activation energies in the range of 60 − 100 meV. This
analysis supports the previous QENS results on BaTiO3−xHx, introduced in section
2.1 [13].

In addition, hydride-ion dynamics are also observed on a slower time scale, corre-
sponding to a diffusion coefficient in the range of 10−6 cm2s−1. These dynamics are
characterized by NN jumps exclusively, over the entire probed temperature range of
300–550 K. Since oxygen vacancies are more likely to be found in NN sites rather
than in 2NN sites (because there are respectively 8 NN and 4 2NN sites surrounding
the hydride ion). The exclusive occurrence of NN jumps is interpreted as a reduced
oxygen vacancy concentration. Consequently, it is suspected that the fast and slow
diffusion regimes correspond to diffusion of hydride-ions in vacancy-rich and vacancy-
poor local environments. If this hypothesis is verified, inhomogeneity in the vacancy
concentration in BaTiO3−xHx may be used as a mean to optimize the conductivity
of this material by controlling the formation of vacancy-rich domains. However, to

Figure 6.3: (a) Temperature dependence of the hydride-ion jump distance on
BaTiO2.55H0.12. (b) Illustration of the two jump mechanisms involved. The Ba ion
is omitted for clarity. Ti, O and H are represented by blue, red, and white spheres.
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this day, no studies reported results about the vacancy distribution in BaTiO3−xHx.
Interestingly, it was conjectured that surface modifications may lead to the presence
of a TiOx(OH)y shell around the BaTiO3−xHx particles [49]. This feature brings an
alternative explanation to the two-time-scale dynamics, which might correspond to
diffusion within the BaTiO3−xHx core and at the TiOx(OH)y surface of the particles.
If this hypothesis is verified, the BaTiO3−xHx/TiOx(OH)y ratio may be controlled
via the particle size, and finally, be used as a mean to optimize the conductivity of
this material.

Elucidating on the origin of the two-time-scale dynamics constitute the main
remaining open question of this work.

6.2.2 DFT results - Paper IV

In BaTiO3, when an oxide is substituted with a hydride-ion to form BaTiO3−xHx,
two titanium (Ti) electrons previously localised around the oxygen atom need to
accommodate to a new local environment. One stays localised and forms H−, while
the other is released into the Ti sub-lattice. Similarly, when an oxygen vacancy is
created, two electrons are released into the Ti sub-lattice. The electrons released,
referred to as doping electrons, can either become delocalised across all Ti species or
localise near a specific Ti atom. Their preferred state is presently unclear.

In Paper IV, DFT calculations using different exchange-correlation energy func-
tionals, favoring or hindering electron localisation, show that the activation energy
for the migration of hydride-ions between two vacancies is increased when the dop-
ing electrons are localised around the vacancies, whereas delocalised electrons do not
affect the migration, as illustrated in Figure 6.4. This observation is explained by
the fact that the electron charge interacts more with the hydride-ion when localized
around the migration pathway rather than delocalised, leading to an increased Pauli
repulsion and thus increased energy barrier.

The QENS results agree best with the activation energy calculated with delo-
calised doping electrons [see Figure 6.4(c)], and it is thus concluded that delocalised
electrons are more likely to be found in the sample BaTiO2.55H0.12.

These results imply that electronic and ionic conductivities are related, which has
direct implications for technological applications of BaTiO3−xHx. Typically, a fuel
cell electrolyte requires a high ionic conductivity but should be electrically insulating.
Thus, tuning the hydride-ion conductivity in BaTiO3−xHx used as an electrolyte
might result in an unwanted electronic conductivity and reduce the efficiency of the
fuel cell.

Because the electronic localization takes place around the Ti ions, tuning the
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Figure 6.4: Simulation cells for the different electron localization scenarios, (a) lo-
calised, (b) partially delocalised, and (c) fully delocalised,. Overplotted are isosur-
faces and calculated migration paths. The activation energy is indicated. Ba, Ti, O
and H are represented by green, blue, red, and white spheres.

hydride-ion conductivity via the electronic properties of the material may be done
by changing Ti for another transition metal. For example, the structurally related
BaZr0.5In(II)0.5O2.25H0.5 includes zirconium (Zr) ions at the same crystallographic
sites as the Ti ions in BaTiO3−xHx, and exhibits a mixed ionic and electronic con-
ductivity [87]. A DFT and QENS study of this material would be well suited to
explore further this question.

Lastly, these results contribute to the understanding of the large discrepancies be-
tween the DFT-calculated activation energy of 0.28 eV in [48] and 1 eV in [51], which
employed different exchange-correlation energy functionals, modeling delocalised and
localised doping electrons, respectively.
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Chapter 7

Conclusions and outlook

In conclusion, the results of this thesis revealed that Ca3CrN3H is a good hydride-ion
conductor in the mixed-anion family, and that tuning the hydride-ion conductivity
can be achieved by controlling the concentration of vacancies in the hydride-ion sub-
lattice. It shows transport performances comparable to other oxide-hydride materials
such as SrVO2H and BaTiO3−xHx. It is also the first nitride-hydride material studied
with QENS.
Nonetheless, this work needs to be pursued and some experimental results clarified,
i.e., the high value of the apparent diffusion coefficient at 250 K.
Data from a recent QENS experiment performed on the spectrometer IN5 at the ILL
will help to understand this feature and to complement the present results.

Another open question which has to be tackled in future experiments is: What
is the optimum vacancy concentration to achieve the best hydride-ion conductivity
in Ca3CrN3H?

Furthermore, the study of BaTiO3−xHx revealed that hydride-ion conductivity
in this material can be controlled by tuning the oxygen vacancy concentration and
increasing the temperature. Moreover, the hydride-ion conductivity is correlated
to its electronic properties, which might be used as a mean to optimize it, e.g., via
transition metal substitution. However, this hypothesis requires further experimental
investigations. Finally, a main question remaining to be answered is: What is the
origin of the two-time-scale dynamics in BaTiO3−xHx, and how can such a feature
could be used to tune its hydride-ion conductivity? For this purpose, a new QENS
experiment is planned at the spectrometer DNA. It will be performed on BaTiO3−xHx

samples with different grain sizes (20 nm, 50 nm, 100 nm and 500 nm), in order to
identify the potential impact of grain-boundary on the QENS signal.
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Future work

To further expand my field of investigation in hydride-ion conducting materials,
and to understand better how the hydride-ion diffusion mechanism is affected by
the hosting lattice, I plan to perform QENS and INS experiments, as well as DFT
calculations, on the layered hydride-halides materials Ba2−δH3−2δX (X = Cl, Br, and
I). As shown in Figure 7.1, they have demonstrated the best conductivity among
all known hydride-ion conductors [88]. Interestingly, a comparable material showing
a similar crystallographic structure, namely BaH2, demonstrates a lower hydride-
ion conductivity. This material was investigated with QENS [89], and with our
experiment, we thus aim to understand the origins of the better performances of
Ba2−δH3−2δX.

Figure 7.1: Total conductivity of the hydride-halides Ba2−δH3−2δX compared with
other hydride conductors. Reproduced from [88], in open access.
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Appendix A

Hydride-ion diffusion in
BaTiO3−xHx

sample method temp (K) Ea (eV) jumping site ref
BaTiO2.65H0.35 H/D Exchange 600–1000 K 3.84 NN & ONN [48]
BaTiO2.61H0.39 H/D Exchange 600–1000 K 2.62 NN & 2NN [48]
BaTiO2.56H0.44 H/D Exchange 600–1000 K 2.47 NN & 2NN [48]
BaTiO2.40H0.60 H/D Exchange 600–1000 K 2.34 NN & 2NN [48]

- DFT - 3.244 2NN [48]
- DFT - 0.995 NN [48]

BaTiO2.82H0.1□0.08 QENS 225–250 K - NN [13]
BaTiO2.65H0.08□0.27 QENS 400–700 K 0.85 NN & 2NN [13]
BaTiO2.3H0.04□0.66 QENS 400–700 K 0.94 NN & 2NN [13]

- DFT - 0.28 NN [51]

Table A.1: Main results from literature regarding hydride-ion diffusion in
BaTiO3−xHx. NN and 2NN refer to hydride-ion jumps between nearest-neighbor
sites or next-nearest-neighbor sites, respectively. ONN refers to oxide-ion jump be-
tween nearest-neighbor sites.
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Appendix B

Catalytic activity of Ca3CrN3H

When exposed to H2 and N2 at 400 ℃, Ca3CrN3H exhibits catalytic activity for am-
monia synthesis with performances comparable to other catalysts such as Co3Mo3N
(Ca3CrN3H has a NH3 synthesis rate of ∼ 865 µmol g−1h−1, to be compared with
∼ 796 µmol g−1h−1 for Co3Mo3N in the same conditions) [21]. The reaction mech-
anism between H2 and N2 at the surface of Ca3CrN3H was investigated with DFT,
and revealed the crucial role of hydride-ions in the mechanism (Figure B.1). It was
found that ammonia is synthesized via an associative route, meaning that the N2

Figure B.1: Illustration of the reaction pathway for the ammonia synthesis catalytic
activity at the surface of Ca3CrN3H. The pink, green, grey, dark blue, light blue
and orange colors depict Ca, N, Cr, surface H, adsorbed N, and adsorbed H atoms,
respectively. eproduced with permission from [21]. Copyright 2018 John Wiley and
Sons.
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molecule gets hydrogenated before breaking the N–N bond and releasing NH3. The
potential determining step of the reaction is the first, when N2 gets adsorbed above
a Ca atom and gets attacked by a Ca3CrN3H hydrogen to form N2H. Compared
to the attack involving a gaseous hydrogen, this mechanism is found energetically
favourable and thus preferred. It is not discussed how the newly empty H site gets
replenished, but several mechanisms can be drawn out. For example, H2 may get
adsorbed in the vacancy, another option might be bulk hydride-ions diffusing to the
surface and occupy the vacancy. In the following steps of the reaction, the product
gets sequentially hydrogenated to N2H2, N2H3, N2H4; H2N=NH2 dissociates to two
NH2, and each product takes up a final H resulting in NH3.
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Appendix C

Isotropic harmonic oscillator

In a quantum picture, an isotropic harmonic oscillator has discrete excitation states
and discrete energy levels, given by En = (n + 1/2)ℏω0, with n = 0, 1, 2..., ω0 =√
K/mH the fundamental frequency, K the force constant of the potential, and mH

the mass of H. Because the potential is isotropic, only one cartesian direction can be
considered—for example x—and the dynamical structure factor associated with this
mode is given by:

S(Q, ω) ≈ σtot,H

4π
exp(−Q2⟨x2⟩)

×
{
δ(ℏω) +

ℏQ2

2mHω0

[(n(ω0) + 1)δ(ℏω − ℏω0) + n(ω0)δ(ℏω + ℏω0)]

+
ℏQ4

2!2mHω0

[(n(ω0) + 1)δ(ℏω − 2ℏω0) + n(ω0)δ(ℏω + 2ℏω0)] + ...

}
(C.1)

with ⟨x2⟩ the mean square displacement of H along x, and n(ω0) = 1/(exp(ℏω0/kBT )−
1) the Plank distribution (Figure C.1). This expression is non-null for ω = 0,
ω = +ω0, ω = −ω0, ω = +2ω0, ω = −2ω0..., corresponding respectively to elas-
tic scattering, a neutron energy loss of ℏω0 given to the oscillator, a neutron energy
gain of ℏω0 given by the oscillator, and etc. Note that the neutron energy loss
contributions are proportional to n(ω0), emphasizing that the sample can only give
energy if it is in an excited state, whereas the neutron energy loss contributions are
proportional to (n(ω0)+ 1), showing that neutrons can always excite a sample state.
As a result, when kBT ≪ ℏω0, S(Q, ω) is very asymmetric around the elastic line,1

with all the intensity found for ω > 0 (see Figure C.1(b)). In the above description,

1This asymmetry is observed for any inelastic or quasielastic scattering process, independently
of the type of motion. It stands as the Principle of Detailed Balance.
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Figure C.1: S(Q, ω) for the isotropic harmonic oscillator eq. (C.1), calculated for
two temperatures. Reproduced from [58] with permission of The Licensor through
PLSclear.

the scattering events exchanging a single quanta ℏω0 are called fundamental transi-
tions, and the events involving multiple quanta are called overtones or higher-order
transitions.

The term exp(−Q2⟨x2⟩) in eq. (C.1) is called Debye-Waller factor, and decreases
with increasing Q and increasing ⟨x2⟩. This is an effect of the thermal fluctuation
of H, appearing as a diffuse object instead of as a point object. Neutrons are thus
scattered from different locations around the equilibrium position and interfere de-
structively, which lower the scattered intensity. This effect becomes more pounced
with increasing temperature because ⟨x2⟩ increases with temperature. Consequently,
the productQ2 exp(−Q2⟨x2⟩) results in a GaussianQ dependence (see Figure C.1(a)).
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Appendix D

Dispersion relation of a linear
chain of hydrogen atoms

Consider an infinite chain of hydrogen masses connected by springs of force constant
f [Figure D.1 (a)]. Here, the springs model the inter-atomic forces. This model
remains valid as long as the vibrational motions are small compared to the inter-
atomic distances, resulting in a harmonic energy potential around the equilibrium
position of each atom.1 The equations of motion for such a system can be solved
analytically and results in a set of decoupled solutions:

ul,k(t) = ul,k exp(i(kla− ω(k)t)) (D.1)

with l denoting the atom index, a the inter-atomic distance at equilibrium, and k
a wave vector. For each k, eq. (D.1) models a normal mode, that is, a collective
oscillation of all atoms at the same frequency ω(k), but phase-shifted by kla. As
opposed to the individual oscillator case, the frequency is now function of k, expressed
by the dispersion relation:

ω(k) = 2 sin

(
ka

2

)√
f

mH

(D.2)

Eq. (D.2) is periodic and thus can be fully described in the range −π
a
< k < π

a
,

defining the so-called first Brillouin zone [Figure D.1 (b)]. In the nitride-hydride
Ca3CrN3H, the linear chains of hydrogen atoms are not isolated in space as the ideal
case described above, but coupled to the host lattice. The physics of such a system

1This approximation is called the harmonic approximation and is used in most theoretical and
computational approaches for calculating vibrational modes in crystals.

56



Figure D.1: (a) infinite chains of masses connected by springs. (upper) a monoatomic
chain. (lower) a diatomic chain. The dashed lines represent a unit cell. (b) Dispersion
relation for the diatomic chain as given by eq. (D.3).

can be captured in the simplified model of a diatomic linear chain [Figure D.1 (a)].
Now, the two atoms have different masses and are linked by springs of force constant
f . Here, the host lattice is represented by the mass mL, and the hydrogen atom
by the mass mH , with mL ≫ mH . This system also results in a set of decoupled
solutions, such as given in eq. (D.1), the only difference being that the normal modes
are now indexed with a wave vector k and a mode index j. The dispersion relation
has now two branches (j = 1 and j = 2):

ω2
j (k) = f

(
1

mL

+
1

mH

)
+ (−1)jf

√(
1

mL

+
1

mH

)2

− 4
sin2(ka)

mLmH

(D.3)

The lower branch, j = 1, is similar to the vibrations of the mono-atomic case and
is called the acoustic branch, because it corresponds to acoustic waves propagating
in the lattice. In the acoustic branch, mL and mH move in phase near k = 0. In
the higher branch, j = 2, mL and mH move in phase-opposition near k = 0, and is
called the optic branch, because it can usually be observed with optical spectroscopy
techniques [Figure D.1 (b)].

In Ca3CrN3H (Figure 3.5) we observe more than two bands because we find more
than two masses per unit cell, and because the atoms can vibrate in three dimensions
instead of along the chain axis only. For a 3D system with p atoms per unit cell,
the formalism is easily generalized and we find 3 acoustic branches and 3p-3 optic
branches.

In a quantum-mechanical treatment, the total Hamiltonian of the system can be
expressed as a sum of harmonic oscillator Hamiltonians, resulting in the same set
of normal as expressed with eq. (D.1). The energy quanta ℏω(k), associated with
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the Hamiltonian for the normal mode (k, j), is called a phonon and is a bosonic
quantum particle. Thus, the chain of atom can be described in terms of the phonon
occupation of the normal modes, and the inelastic neutron scattering process by this
system is treated as a neutron-phonon interaction.
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Appendix E

Dynamical structure factor for 1D
diffusion

For a diffusive motion restricted in one dimension (1D), the dynamical structure
factor is given by [90]:

S1D,inc(Q,ω) =
1

4π
√
2ωy

[
ln

(
1 + y2 −

√
2y

1 + y2 +
√
2y

)

+ 2arctan (1 +
√
2y)− 2 arctan (1−

√
2y)

]
(E.1)

and
y2 = DQ2/ω, (E.2)

, with D a diffusion coefficient. It shows a more peaked profile (Figure E.1), which
arises from the confinement in 1D. All scattering events with aQ vector perpendicular
to the diffusion axis will be elastic because the particle is immobile perpendicular
to the diffusion axis. On the contrary, it has broad wings in the quasielastic region,
accounting for particle notions along the diffusion axis.
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Figure E.1: Comparison of the S(Q,ω) lineshape between an isotropic diffusion [eq.
(3.13)] and 1D diffusion [eq. (E.1)].
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Appendix F

Data reduction for a TOF
spectrometer

Data reduction

In practice, data needs to be corrected from spurious effects due to the instrument
and the sample itself. A typical data reduction routine includes:

1. Background noise correction. Background noise arise from scattering events
occurring before and after the sample. It includes neutrons from outside the
instrument or neutrons scattered by the sample environment and by the sam-
ple container (often made of aluminium). To subtract the background noise,
a measurement of the empty container (C) is also performed, ideally at the
same temperature as for the sample measurement (XS). The corrected sample
signal (S) is:

S(θ,ToF) = XS(θ,ToF)− C(θ,ToF) (F.1)

This expression is only an approximation because the sample inside the con-
tainer always absorbs a fraction of the neutrons (which are thus not scattered),
resulting in a background noise from the empty container slightly overesti-
mated. This effect can be treated with self-attenuation corrections, not used
in this thesis. Another type of spurious effect is multiple scattering, occurring
when a same neutron is scatterd multiple times in the sample. Multiple scat-
tering is limited by choosing the sample thickness small compared to the mean
free path of neutron in the material. In practice, a sample transmission of
∼ 90% is targeted.

2. Detectors normalisation. Different detectors have possibly different efficien-
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cies, which is corrected by a measurement of a vanadium sample (V ), a purely
incoherent, elastic, and isotropic scatterer. The elastic peak of the vanadium
is integrated over ToF and used to normalise the data.

Snorm(θ,ToF) =
S(θ,ToF)

V (θ)
(F.2)

3. Converting ToF to ℏω. The raw data consist of a number of counts as a
function of θ and the ToF, i.e. the double differential cross section in time:
Snorm(θ,ToF) =

d2σ
dΩdt

, with t the source-sample ToF. S(θ, ω) is calculated via:

ℏω =
mn

2

(
L2
1

t21
− L2

2

(t− t1)2

)
(F.3)

and

S(θ, ω) =
L1(t− t1)

4

t1mnL3
2

d2σ

dΩdt
, (F.4)

with L1 the source-sample distance, L2 the sample-detectors distance, t1 the
source-sample ToF (fixed by Ei and L1), t2 = t − t1 the sample-detector ToF
(t measured as the elapsed time between a source pulse and a detector count),
and mn the neutron mass. As can been seen in eq. (F.4), the relation between
the double differential cross sections in energy and in ToF is not linear. As a
result, although S(Q, ω) is theoretically independent of the instrument type,
some spurious effects can arise due to this non-linearity. Typically, a time-
independent background, appearing as a constant in d2σ

dΩdt
, will appear as a

divergence following a t4 trend in the energy spectrum.

4. Detector efficiency correction. The detector efficiency usually varies with
the neutron energy. This is treated by an empirical factor ϵ(Ef ).

5. Grouping detectors. Detectors are grouped and the momentum transfer Q
is determined via θ, and the energy transfer ℏω (θ, Q, and ℏω are related via
eq. (3.3)). The dynamical structure factor S(Q, ω) is obtained. We note that
θ and Q are not proportional, and the neutron collected in a detector at a
given angle do not all contribute for the same Q value due to their different ℏω
contribution.
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Appendix G

Kinematical range of LAGRANGE

Figure G.1: Accessible (Q, ℏω) region covered by LAGRANGE. Taken from [91].
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