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Abstract

Heme peroxidases are an ubiquitous family of catalytic iron-containing proteins. These enzymes are responsible for the catalysis of hydrogen peroxide removal from the cell through the formation of high valent transient states of the heme cofactor. The purpose of the present research project is to investigate the reaction pathway of cytochrome c peroxidase. The study of hydrogen related chemical features in the active site of this enzyme in the resting state and in the transient species is of paramount importance for the clarification of the reaction mechanism. In these circumstances neutron crystallography is the technique of choice. Neutron crystallography allows the direct localization of deuterium substituted hydrogen atoms in macromolecules in absence of radiation-induced damage.

The structures of the resting state and of cryo-trapped compound I of cytochrome c peroxidase were determined by neutron crystallography. The nature of the catalytic center was investigated and in particular the protonation state of the heme iron axial ligand and of the key catalytic residues was established. These findings contributed to the understanding of the reaction pathway from the resting state to the intermediate species compound I. Complementary spectroscopic techniques were employed to assess compound I formation in single crystals and its stability in the conditions of the neutron crystallography experiment.

The temperature dependence of the key catalytic features of cytochrome c peroxidase in the resting state was investigated by neutron crystallography. Significant alterations of protonation states were found in the resting state at cryogenic temperature. In addition the nature of the heme iron distal ligand was found to be affected by temperature in the resting state and it was possible to relate this phenomenon to the temperature induced spin state change observed by spectrophotometry in the visible region.

As part of the present project, contribution was given to the development of the cryogenic temperature sample environment at the neutron macromolecular diffractometer LADI-III of the Institut Laue-Langevin broadening the experimental capabilities of the instrument. A wide range of experiments are made possible by the new set-up including the cryo-trapping of catalytic intermediates, the study of the temperature dependence of structural features and the investigation of species and complexes that are not stable at ambient temperature.
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Part I

Introductory aspects
Chapter 1

Neutron crystallography of heme peroxidases

This chapter presents an introduction to the characteristics of the heme peroxidase family of enzymes with particular focus on cytochrome c peroxidase, the protein investigated in the present work. The general processes involved in the catalytic mechanism are well established and are introduced in this chapter together with an overview of the studies carried out on cytochrome c peroxidase prior to the present work. The open questions concerning the structural details of the catalytic intermediates and the relevance of those in view of the study of the reaction mechanism are introduced. The choice of neutron crystallography as a primary tool for investigating such intermediates is discussed together with the role of complementary spectroscopic techniques. To conclude, the aim of the present work is stated.

1.1 Heme peroxidases

Heme peroxidases are a family of catalytic iron-containing proteins that are found in nearly all living organisms. These enzymes catalyse hydrogen peroxide removal from the cell via oxidation of a substrate. Hydrogen peroxide is a potentially hazardous metabolic by-product whose reduction to water is achieved by means of the formation of high valent
intermediates of the enzyme active site.

The heme peroxidase active site is characterized by the presence of the heme cofactor. The heme is the result of the complexation of iron into a porphyrin macrocycle as shown in Figure 1.1. The iron exhibits different oxidation states depending on the catalytic species. The iron shows distorted octahedral coordination where the equatorial ligands are the nitrogen atoms of the pyrrolic groups of the heme cofactor. The axial ligands are known as the proximal and distal ligands. The proximal ligand is endogenous and is provided by the imidazole ring of a histidine side chain. The distal ligand is exogenous namely it doesn’t belong to the polypeptide chain. Its characterization together with the study of the nature of the coordinative bond formed with the heme iron is one of the aspects investigated in this work.

![Heme Cofactor](image)

**Figure 1.1:** The heme cofactor.

Heme peroxidases share a common catalytic cycle involving two intermediate species known as compound I (Cpd I) and compound II (Cpd II) which represent a distinctive feature of the heme peroxidase family. The general processes involved in the catalytic pathway are well established and can be formulated as follows [1]:

\[
P + \text{H}_2\text{O}_2 \rightarrow \text{Cpd I} + \text{H}_2\text{O}
\]

(1.1)
Cpd I + HS → Cpd II + S· (1.2)
Cpd II + HS → P + H₂O + S· (1.3)

where P represents the peroxidase in the resting state while HS and S· are the substrate in the reduced and oxidised form respectively. The resting state of the enzyme presents a ferric heme *i.e.* a heme iron in the oxidation state Fe³⁺. In the first step of the catalytic cycle the enzyme in the resting state reacts with hydrogen peroxide to form the transient compound I, which is oxidised by two electron equivalents above the resting state. Compound I is reduced back to the peroxidase ferric state through two sequential single electron transfer steps. In the first step compound I is reduced by oxidation of the substrate to a second transient species known as compound II which is one oxidation equivalent above the resting state. The oxidized intermediates compound I and II are known as ferryl species characterized by Fe⁴⁺ in the active site. Compound II is finally reduced back to the ferric enzyme *via* oxidation of a substrate molecule.

### 1.2 Cytochrome c peroxidase

The present work focuses on the heme peroxidase enzyme cytochrome c peroxidase (CcP) from *Saccharomyces cerevisiae* present in the intermembrane space of *S. cerevisiae* mitochondria. Cytochrome c peroxidase is a 34 kDa monomeric protein with 294 residues and one non-covalent bound heme cofactor per monomer.

The physiological substrate of cytochrome c peroxidase is the heme protein cytochrome c (*cyt* c). CcP catalyzes hydrogen peroxide reduction *via* oxidation of ferrocytochrome c presenting an Fe²⁺ metal center to ferricytochrome c characterized by Fe³⁺. Equations [1.1] - [1.3] take the form:

\[
CcP + H₂O₂ \rightarrow \text{Cpd I} + H₂O \quad (1.4)
\]
\[
\text{Cpd I} + \text{cyt} c [Fe^{2+}] \rightarrow \text{Cpd II} + \text{cyt} c [Fe^{3+}] \quad (1.5)
\]
\[
\text{Cpd II} + \text{cyt} c [Fe^{2+}] + 2\text{H}^+ \rightarrow \text{CcP} + H₂O + \text{cyt} c [Fe^{3+}] \quad (1.6)
\]
where compound I is characterized by a ferryl ion $\text{Fe}^{4+}$ and a protein-based cationic radical $\text{Trp-191}^+$ while compound II presents a ferryl heme only.

Recombinant cytochrome $c$ peroxidase is expressed with high yield in $E.\ coli$. Its purification and crystallization do not present particular challenges. CcP crystallizes in space group $P2_12_12_1$ of the orthorombic system and it was the first of all peroxidases to have its structure solved [3], [4]. The first cytochrome $c$ peroxidase X-ray crystal structure was determined in 1980 [4]. This very first structure was solved by experimental phasing via multiple isomorphous replacement by using mercury derivatives accompanied by density modification procedures. The first Protein Data Bank (PDB) entry for cytochrome $c$ peroxidase is from 1984 with accession code 2CYP [5]. After 2CYP, over one hundred X-ray structures of $S.\ cerevisiae$ cytochrome $c$ peroxidase were published in the PDB including those of mutants and those of complexes with a wide variety of ligands. Figure 1.2 shows the structure of CcP (PDB entry 4CVI).

Figure 1.2: The structure of CcP. PDB entry 4CVI published as part of the present work.
Cytochrome c peroxidase became the paradigm for heme peroxidases. Nevertheless CcP presents at least two distinctive features compared to the other peroxidases. Its substrate is a macromolecule while other heme peroxidases catalyze the oxidation of small molecules. In addition compound I radical is localized on the side chain of a residue in the polypeptide while other peroxidases exhibit a porphyrin-based radical.

The structure of the 1:1 complex between CcP and its physiological substrate cytochrome c from S. cerevisiae was also solved, providing some insight into the position of the substrate binding site and the nature of the inter-protein interaction within the complex [6]. The characteristics of the enzyme-substrate interaction in CcP have been the object of numerous studies and it is today established that while the enzyme presents two substrate binding sites, only the site determined by crystallography in [6] is responsible for electron transfer between redox partners [7].

1.3 Cytochrome c peroxidase catalytic intermediates

Although general understanding of the reaction cycle of cytochrome c peroxidase was achieved, the complete rationalization of the mechanism leading to the formation of the transient species compound I and compound II as well as the structural features of the active site of these intermediates was far from being well established at the time when this research project was proposed.

Extensive work was carried out with the purpose of unraveling the structure and properties of the high valent ferryl intermediates compound I and compound II of the catalytic cycle and the precise nature of these transient species has been a matter of debate for decades. A multiplicity of biochemical and biophysical techniques were used to characterize cytochrome c peroxidase and its transient intermediates involving different laboratories and a variety of approaches. A review of these long-standing efforts is presented in [8], [9], [10].

Once the general reaction pathway is established (Equations 1.4-1.6), the understanding of the chemical processes taking place during the reaction cycle requires knowledge of
the three dimensional configuration of the active site at atomic level in the resting state and in the intermediate species. This includes the localization of hydrogen atoms i.e. the determination of protonation states of the catalytic residues in the active site, that of the heme iron distal ligand and the study of the hydrogen bond network in the heme pocket. Although the understanding of hydrogen related chemistry is essential for the elucidation of reaction pathways in redox enzymes since electron transfer is often accompanied by proton transfer, the determination of hydrogen related features is a challenge in most circumstances.

While the heme iron distal ligand was characterized as a water molecule in physiological conditions, the nature of the ligand in the transient species is matter of debate and that, together with the state of protonation of catalytic residues in the heme pocket constitutes fundamental information for the formulation of the reaction mechanism. In ferryl compound I and II the question is whether the the active site exhibits a ferryl-oxo or a ferryl-hydroxide group as shown in Figure 1.3.

![Figure 1.3](image-url)

Figure 1.3: Possible formulations of the ferryl heme in compound I and compound II of CrP. Left: iron-oxo; right: iron-hydroxide.

The problem has been addressed by a number of authors making use of a variety of techniques. The two ferryl species can be discerned based on the nature of the iron-oxygen bond rather than by direct detection of the hydrogen atom. Resonance Raman methods were employed allowing the characterization of single and double bonds based on the study of the iron-oxygen vibrational frequency. However laser excitation in this type of spectroscopy alters the state of photolabile intermediates [11]. Early approaches to the problem included extended X-ray absorption fine structure spectroscopy where the structure of the iron X-ray absorption edge is studied to extract information on the
chemical environment. X-ray induced damage gives rise to ambiguous and unreliable results. A review of these early methods is given in [8]. Photodamage induced by X-ray exposure is discussed thoroughly in the following.

X-ray crystallography methods were used by different authors to gain information about the nature of the ferryl heme. X-ray diffraction is a direct probe of protonation states only when resolution beyond 1.2 Å is achieved. Atomic X-ray form factors, which constitute a measure of the scattering power of an element, are directly proportional (at transferred wavevector equal to zero) to the number of electrons of the atomic species. The atomic X-ray form factor of hydrogen is much smaller than that of the other elements in a protein structure. Hence high resolution beyond 1.2 Å is required to localize hydrogen atoms in the electron density map of a protein structure and most protein crystals do not diffract to such extent. Cytochrome c peroxidase does not constitute an exception. X-ray diffraction can then be used only as an indirect probe of the ferryl oxygen protonation state based on the iron-oxygen bond length which is expected to be relatively short and around 1.6 - 1.7 Å in the iron-oxo case and longer in the iron-hydroxide case. This type of study provides indirect information and greatly depends on the degree of accuracy and precision with which atomic positions and interatomic distances are determined.

Both the direct visualization of hydrogens in electron density maps and the indirect inference of the ferryl oxygen protonation state based on the iron-oxygen distance are hampered by the occurrence of radiation damage effects following X-ray exposure, which are particularly severe in metallo-proteins [12], [13]. Photodamage during X-ray exposure is the main factor hampering the reliability of X-ray structural information in heme proteins. X-rays interact with electrons and at wavelengths of the order of $10^{-10}$ m typical of diffraction experiments X-ray photons carry an energy of the order of $10^4$ eV. According to [14] the main source of radiation damage in protein crystals is due to the production of free radicals in water molecules. Others [12] propose that following X-ray exposure, Auger electrons are liberated mainly by light elements. Thermalization of Auger electrons within the sample produces a large number of cascade electrons, of the order of $10^3$ per absorbed X-ray photon. In either case radiation induced damage and in particular alteration of the
oxidation state of a redox center are the unavoidable consequence of X-ray exposure. X-ray exposure at cryogenic temperature limits the extent of radiation induced damage. However in the case of metallo-proteins these effects are in general particularly severe and low temperature data collection does not suffice in the prevention of photodamage. In cytochrome c peroxidase it was well established that radiation damage produces photoreduction effects in the heme cofactor [15] and in particular in CcP compound I photodamage becomes apparent at X-ray doses exceeding 0.02 MGy, well below the dose received by the crystalline sample during a typical diffraction data collection.

An inconsistent picture emerged from early studies of compound I ferryl ligand protonation state. A review of the issue is given in [16] where the incompatibility of the results obtained by different techniques and research groups is investigated. It is now recognized that these early approaches i.e. X-ray crystallography, X-ray absorption and resonance Raman spectroscopy were affected by radiation-induced damage hampering the reliability of the findings.

The problem of photo-induced damage in X-ray crystallography was circumvented by developing multiple crystal data collection protocols at cryogenic temperature. Several isomorphous crystals are used, none of which receives a dose larger than the threshold value of 0.02 MGy and complete sampling of reciprocal space is achieved by merging the datasets [15], [17]. Even though the multiple crystal approach at cryogenic temperature is a valuable method for minimizing radiation damage, this problem which is inherent to X-ray beam exposure cannot be fully eliminated.

The work presented in this thesis is aimed at addressing the question concerning hydrogen positions in the catalytic site of cytochrome c peroxidase reaction intermediates by using a different approach. Neutron crystallography and neutron cryo-crystallography are the techniques of choice when the biologically relevant question concerns hydrogen related structural features and chemical processes. The next section provides an overview of neutron macromolecular diffraction describing the unique features of this technique and the factors that limit its applicability.
1.4 Neutron macromolecular crystallography

Neutron macromolecular crystallography can provide complementary and supplementary information to that gained from X-ray studies. Nevertheless the study of biological macromolecules by means of neutron diffraction techniques has been rather limited and of over 100,000 protein structures deposited in the Protein Data Bank only 83 have been determined by means of neutron crystallography.

The use of neutron macromolecular diffraction has been historically limited by the inherent low flux of neutron sources with $10^6$ to $10^8$ neutrons cm$^{-2}$ s$^{-1}$ at the sample position. In comparison, X-ray beams with flux of $10^{16}$ photons cm$^{-2}$ s$^{-1}$ are available at synchrotron sources [18]. The inherent low flux of neutron beams results in long data collection times and the requirement for large volume crystals. In the early days neutron protein crystallography experiments would require weeks or months to achieve complete data collection and crystal volumes of several cubic millimeters. The recent developments of neutron beamline technology and methods, the advances in sample preparation together with the progress in refinement methods and computational tools have dramatically improved the speed of data collection and the quality with which neutron protein structures can now be determined [19]. In addition, smaller sample volumes can now be used and larger unit cells can be studied.

The properties of neutron-matter interaction provide a two-fold advantage in protein crystallography studies.

- The lack of neutron induced radiation damage ensures that the structure being investigated is not altered by the experimental probe. While X-rays interact with electrons, neutrons interact with atomic nuclei and within the energy range used in crystallography the neutron-sample interaction does not produce observable radiation damage [14]. Wavelengths of the order of 1 Å correspond to neutron energy of the order of $10^{-2}$ eV while at the same wavelength photon energy is of the order of $10^4$ eV. This is due to different energy-wavelength relations for massive and massless particles: $E = p^2 / 2m = h^2 / 2m\lambda^2$ in the case of (non-relativistic) neutrons and
\[ E = \frac{hc}{\lambda} \] in the case of photons where \( E \) is the neutron or photon energy, \( m \) is the neutron mass, \( \lambda \) the neutron or photon wavelength, \( h \) represents Planck’s constant and \( c \) the speed of light.

- In addition neutron crystallography is capable of localizing deuterium substituted hydrogen atoms, providing essential information concerning hydrogen-related chemistry. This aspect will be further developed in the following sections and the theoretical background is derived in Chapter \ref{section:theory} and discussed in detail in Section \ref{section:details} of the present manuscript.

### 1.4.1 Deuteration and perdeuteration

This section reports an introduction to the peculiarities of neutron scattering that lead to the possibility of studying hydrogen related structural features in macromolecules via replacement of hydrogen for deuterium. These aspects are considered in depth in Chapter \ref{chapter:deuterated} where the basics of the theory of low energy neutron scattering are presented.

The X-ray atomic form factor of hydrogen and its isotope deuterium equals \( 0.28 \cdot 10^{-12} \) cm. Other elements constituting proteins show larger values of the form factor, for example in the case of carbon the form factor amounts to \( 1.69 \cdot 10^{-12} \) cm (Table \ref{table:form_factors}).

Hydrogen atoms can be localized only in X-ray crystal structures determined to resolution of 1.2 Å and beyond \cite{20}. As stated in Section \ref{section:heme} heme enzymes are very sensitive to photo-induced damage which can lead to the alteration of the oxidation state of the redox center, preventing the use of high X-ray doses required in ultra-high resolution diffraction data collection. In addition ionized hydrogen atoms \textit{i.e.} protons do not contribute to X-ray scattering due to the lack of electrons. Hence isolated protons cannot be detected by means of X-ray crystallography.

Neutron crystallography of deuterated or perdeuterated samples provides an efficient tool for determining the position of deuterium substituted hydrogen atoms in absence of radiation damage. The neutron scattering length of protons equals \( \langle b \rangle = -0.37 \cdot 10^{-12} \) cm where the average \( \langle \cdot \rangle \) is performed over the spin states of the neutron-nucleus two particles system. Due to its negative scattering length protons appear as negative
density in neutron scattering density maps, in contrast to most isotopes in protein crystals that appear as positive density peaks (Table 1.1). This generally leads to cancellation of neutron scattering density of -CH\(_2\) and -CH\(_3\) groups at resolution greater than 1.5 Å hampering the accurate interpretation of the neutron map [18].

In addition protons have a large incoherent scattering cross-section giving rise to significant background in the crystallography experiment [18]. The values of the coherent and incoherent scattering cross-sections of the proton are reported hereafter:

\[
\sigma_{\text{coherent}}(^1\text{H}) = 1.76 \text{ barn} \tag{1.7}
\]

and

\[
\sigma_{\text{incoherent}}(^1\text{H}) = 80.27 \text{ barn}. \tag{1.8}
\]

The origin of incoherent scattering resides in the spin dependence of the neutron scattering length, as shown by the following equations:

\[
\sigma_{\text{coherent}} = 4\pi |\langle b \rangle|^2 \tag{1.9}
\]

and

\[
\sigma_{\text{incoherent}} = 4\pi \langle |b - \langle b \rangle|^2 \rangle \tag{1.10}
\]

where \(b\) is spin dependent and \(\langle \rangle\) denotes the average over singlet and triplet spin states for the proton - neutron system [14].

By contrast deuterium has a positive neutron scattering length of \(0.66 \times 10^{-12} \text{ cm}\) that is similar to the scattering lengths of the other atoms found in proteins, namely carbon, oxygen, nitrogen and sulphur (Table 1.1). In addition deuterium incoherent scattering cross section is about 40 times smaller than that of hydrogen.

The signal to noise ratio in neutron diffraction data from a fully hydrogenated system is dominated by the large incoherent background. Replacing hydrogen by deuterium increases the coherent scattering signal and decreases the incoherent background so that the signal-to-noise ratio typically improves by nearly one order of magnitude [18]. Deuteration can be achieved either partially, by soaking the crystals in a deuterated mother liquor,
or fully (perdeuteration) by expressing the protein under deuterated conditions \textit{in vivo}. In the first case hydration water will be replaced by deuterated water and exchangeable hydrogens (\textit{i.e.} hydrogen atoms that are bound to oxygen or nitrogen) will be exchanged for deuterium. In the latter case hydrogen atoms that are bound to carbon will also be replaced. Due to the significant background reduction, perdeuteration enables radically smaller crystals to be used in neutron data collection \cite{21}, \cite{22} and \cite{23}.

In the present thesis the terms 'deuterium-exchanged', 'D$_2$O-soaked' and 'partially deuterated' are used to refer to crystals where only hydrogens bound to oxygen and nitrogen have been exchanged for deuterium. On the other hand the terms 'perdeuterated' and 'fully deuterated' are used as synonyms to denote protein where the totality of hydrogen atoms have been replaced by deuterium.

Table 1.1: X-ray atomic form factor at scattering angle equal to zero, neutron coherent scattering length, neutron coherent and incoherent scattering cross sections for the chemical species $^{A}_{Z}$X where A denotes the mass number and Z the atomic number. Where the mass number is omitted, data refer to the natural mixture of isotopes.

\begin{table}[h]
\centering
\begin{tabular}{lcccc}
\hline
$^{A}_{Z}$X & $f_{X\text{-ray}}(10^{-12}\text{cm})$ & $\langle b \rangle (10^{-12}\text{cm})$ & $\sigma_{\text{coherent}}$ (barn) & $\sigma_{\text{incoherent}}$ (barn) \\
\hline
$^{1}$H & 0.28 & -0.37 & 1.76 & 80.27 \\
$^{2}$H & 0.28 & +0.67 & 5.59 & 2.05 \\
$^{6}$C & 1.69 & +0.66 & 5.55 & 0.00 \\
$^{7}$N & 1.97 & +0.94 & 11.01 & 0.50 \\
$^{16}$O & 2.25 & +0.58 & 4.23 & 0.00 \\
$^{15}$P & 4.20 & +0.51 & 3.31 & 0.01 \\
$^{16}$S & 4.48 & +0.28 & 1.02 & 0.01 \\
\hline
\end{tabular}
\end{table}
1.4.2 Neutron cryo-crystallography

Cold neutrons (6.7 meV, 3.5 Å) do not cause radiation damage effects in protein crystals. Therefore neutron structures are routinely determined at ambient temperatures. However cryo-crystallography techniques and flash-cooling strategies can be adopted for trapping transient, labile or intermediate species in protein crystals [24].

Protein crystals typically contain 35 - 70% aqueous solvent and fast cooling rates are required to avoid crystalline ice formation that would otherwise damage the crystal lattice. Protein crystals are therefore typically flash-cooled by rapid immersion in fluids at temperatures lower than the 140 K glass transition temperature of water with the purpose of vitrifying the solvent in and around the crystal.

In neutron crystallography, where the available neutron fluxes at reactor and spallation sources are relatively low and large crystals are required for data collection, the flash-cooling of protein crystals is particularly challenging due to the finite rate of heat transfer from the interior of the crystal to its surface and from its surface to the exterior cooling agent. Temperature gradients across the sample’s volume can lead to increased mosaic spread hampering the crystal order. Extensive experimental work was done by various research groups in order to optimize cooling protocols by using different cryoprotectants and cooling agents in order to enable the freeze-trapped capture of kinetic intermediates in proteins.

As part of the present project, a cryogenic temperature set-up has been adapted and installed on the Laue diffractometer LADI-III at the Institut Laue-Langevin with accessible temperature range between 80 and 400 K substituting the previous liquid helium-based low temperature sample environment [24], [25]. The description of the cryogenic temperature set-up at LADI-III is presented in Chapter 3 of the present work.

It is worthwhile observing that flash-cooling rates are slower for larger crystals increasing the crystal disorder (mosaic spread) and hampering the resolution of the experiment. In addition the formation of cryo-artefacts in the structure is possible and this must be taken into account while interpreting the experimental results. On the other hand the reduced thermal motion at cryogenic temperatures generally results in lower Debye-Waller
factors enhancing the visualization of the more mobile parts of the system.

1.5 Complementary spectroscopies

In the present research project the structural characterization by crystallography of the catalytic intermediates of cytochrome c peroxidase reaction pathway was accompanied by complementary studies aimed at assessing the formation of the species of interest. The diagnostics of the enzyme intermediates was carried out by ultraviolet-visible spectrophotometry and electronic paramagnetic resonance.

The heme group constituting the core of the catalytic activity of CcP is also a chromophore since electronic transitions involving the cofactor give rise to absorbance peaks in the visible region of the electromagnetic spectrum. The spectral features of ultraviolet-visible light absorption are therefore related to the structure of the active site. Although it is not possible to quantitatively correlate absorbance peaks to electronic transitions in the chromophore i.e. predict the spectral features based on the study of molecular orbitals of the metal-ligands system, ultraviolet-visible spectrophotometry still provides valuable information. It is in fact possible to empirically correlate spectral features in the visible region of the electromagnetic spectrum to the various species of interest, and it was observed that minute structural variations in the chromophore lead to significant absorbance changes. Ultraviolet-visible spectra can be collected in solution and in crystalline samples. Like crystallography, temperatures of 100 K and 298 K are accessible.

Electronic paramagnetic resonance yields information on unpaired electrons and spin state of the metal center and highlights the presence of radical species. Single crystal and solution samples can be studied, however operation temperatures are generally below 10 K, different from typical crystallography studies. A review of electronic paramagnetic resonance techniques in heme proteins characterization can be found in [26].
1.6 The purpose of this work

The purpose of the present work is the full structural characterization of the active site of cytochrome c peroxidase in the resting state and in its catalytic intermediates. In particular, hydrogen-related chemical information turns out to be essential for the clarification of reaction mechanism in this enzyme.

The main focus of this work is the determination of the nature of the heme iron distal ligand and in particular its protonation state as well as the protonation state of key catalytic residues in the active site of cytochrome c peroxidase in the resting state and in the reaction intermediates.

Neutron crystallography allows the localization of deuterium substituted hydrogen atoms in protein structures therefore it is the main technique employed in the present work. Complementary techniques are also used. X-ray crystallography is essential to gain supplementary structural information while spectroscopic techniques are adopted in the characterization of catalytic intermediates and the assessment of reaction protocols.
Chapter 2

Low energy neutron scattering

This chapter presents a general elementary introduction to the theory describing the interaction between low energy neutrons and matter. Most information presented here is based on reference [27]. An overview of the theory of low energy neutron scattering is presented in the book by G. L. Squires [28]. The purpose of this chapter is to describe in a non-exhaustive fashion the theoretical framework that puts into context the neutron diffraction experiments carried out in the present work.

Elastic scattering is considered first and the expression of the scattering amplitude within the Born approximation is derived (Sections 2.1 and 2.2). This is an equation of paramount importance in almost any neutron scattering experiment. Extension of the formalism to the general case of inelastic scattering leads to the derivation of the expression of Fermi’s Golden Rule, the master equation of scattering and the dynamic structure factor (Section 2.3).

In Section 2.4 the general expression of the dynamic structure factor is reformulated as the sum of two terms corresponding to the phenomena of coherent and incoherent scattering. This aspect is particularly relevant in the experimental work carried out within the present research project since it provides the theoretical background for understanding the requirement for deuteration and perdeuteration in neutron macromolecular crystallography (Section 1.4).

The physical interpretation of coherent and incoherent scattering is presented in Sec-
tion [2.5] by deriving the relationship between scattering cross sections and correlation functions. Finally, M. von Laue diffraction condition is derived in Section 2.6 by considering the coherent and elastic component within the general expression of the dynamic structure factor.

2.1 The scattering amplitude

Non-relativistic scattering of one particle of mass $m$ by a static (i.e. time-independent) potential:

$$ V = V(\vec{r}) $$ (2.1)

is considered. In these circumstances the scattering event is necessarily elastic\(^1\). Time symmetry and the conservation of energy are in fact related by Noether’s theorem [29]. Schrödinger equation for the particle wavefunction $\psi(\vec{r}, t)$ reads:

$$ i\hbar \frac{\partial}{\partial t} \psi(\vec{r}, t) = \mathcal{H} \psi(\vec{r}, t) $$ (2.2)

where $\hbar$ is Planck’s constant $h$ divided by $2\pi$ and $\mathcal{H}$ is the system’s Hamiltonian operator. In the assumption of time-independent potential, time and space variables in Schrödinger equation can be separated yielding:

$$ \psi(\vec{r}, t) = u(\vec{r}) e^{-i \frac{E}{\hbar} t} $$ (2.3)

where $E$ is the energy of the system. In Equation [2.3] $u(\vec{r})$ is the eigenfunction of the Hamiltonian $\mathcal{H}$ with eigenvalue $E$, namely it is a solution of the stationary Schrödinger equation:

$$ \mathcal{H} u(\vec{r}) = E u(\vec{r}). $$ (2.4)

By introducing the explicit expression of the Hamiltonian the following equation is obtained:

$$ \left[ -\frac{\hbar^2}{2m} \Delta + V(\vec{r}) \right] u(\vec{r}) = E u(\vec{r}). $$ (2.5)

\(^1\)In addition, assumption is made that the mass of the scatterer is much larger than the mass $m$ of the incident particle so that target recoil can be neglected.
where \( \Delta \) represents the Laplace operator.

In the asymptotic regime, where \( r \to \infty \) and \( V \to 0 \), the general eigenfunction can be written as:

\[
\psi(\vec{r}) \to \frac{1}{\sqrt{V}} (e^{i\vec{k} \cdot \vec{r}} + f_{\vec{k}}(\theta, \phi) \frac{e^{i k r}}{r}).
\]  

Equation 2.6 is a solution of 2.5 in the asymptotic regime with eigenvalue:

\[
E = \frac{\hbar^2 k^2}{2m}.
\]  

The particle wavefunction \( \psi(\vec{r}, t) \) is related to the particle probability density \( \rho(\vec{r}, t) \) by :

\[
\rho(\vec{r}, t) = |\psi(\vec{r}, t)|^2
\]  

and the probability current \( \vec{J}(\vec{r}, t) \) is defined as:

\[
\vec{J}(\vec{r}, t) = -i \frac{\hbar}{2m} (\psi^* \nabla \psi - \psi \nabla \psi^*). 
\]  

In the case of a plane wave:

\[
Ce^{i\vec{k} \cdot \vec{r}}
\]  

the probability current equals:

\[
\vec{J}(\vec{r}, t) = \rho(\vec{r}, t) \frac{\hbar \vec{k}}{2m} = \rho(\vec{r}, t) \vec{v}_g
\]  

where \( \vec{v}_g \) is the group velocity.

Expression 2.6 is the sum of two terms. The first:

\[
e^{i\vec{k} \cdot \vec{r}}
\]

represents a plane wave with momentum \( \vec{p} = \hbar \vec{k} \), this can be considered as the unperturbed wavefunction in absence of any scattering potential. The second term:

\[
f_{\vec{k}}(\theta, \phi) \frac{e^{i k r}}{r}
\]

describes a spherical wave with wavevector of absolute value \( k = 2\pi/\lambda \). This term represents the scattered wave. The modulus of the wavevector is not altered in elastic scattering.
The scattering amplitude $f_{\vec{k}}$ modulates the spherical wave amplitude as a function of the angular coordinates $\theta$ and $\phi$.

The incident flux $J_i$ and the scattered flux $J_s$ are related by:

$$J_s = J_i \frac{1}{r^2} |f_{\vec{k}}(\theta, \phi)|^2.$$  \hspace{1cm} (2.14)

The ratio between the scattered flux within the angular element $d\Omega = \sin \theta d\theta d\phi$ and the incident flux is:

$$d\sigma := r^2 d\Omega \frac{J_s(\theta, \phi)}{J_i}.$$  \hspace{1cm} (2.15)

The differential scattering cross section therefore is:

$$\frac{d\sigma}{d\Omega} = |f_{\vec{k}}(\theta, \phi)|^2$$  \hspace{1cm} (2.16)

and it has the dimensions of an area.

### 2.2 The integral equation of scattering and the Born approximation

Examination of expression 2.6 reveals that the scattering event encodes all information about the sample in the scattering amplitude function $f_{\vec{k}}(\theta, \phi)$. This section presents the derivation of the relationship between the scattering amplitude and the interaction potential $V = V(\vec{r})$ within the range of validity of the Born approximation.

The interaction potential is assumed to be static. The equation to be considered is therefore the stationary Schrödinger equation 2.5, here rewritten for convenience:

$$\left[-\frac{\hbar^2}{2m} \Delta + V(\vec{r})\right]u(\vec{r}) = Eu(\vec{r})$$  \hspace{1cm} (2.17)

where the scattering potential acts as a perturbative term. Since the scattering is elastic, $E$ is given by the unperturbed eigenvalue:

$$E = \frac{\hbar^2 k^2}{2m}.$$  \hspace{1cm} (2.18)
By replacing this explicit expression of the eigenvalue into the stationary form of Schrödinger equation and by isolating the terms including the interaction potential the following expression is derived:

$$-\frac{\hbar^2}{2m}(\Delta + k^2)u_k(\vec{r}) = -V(\vec{r})u_k(\vec{r}).$$

(2.19)

The purpose is that of obtaining an expression for the Hamiltonian’s eigenfunction $u_k(\vec{r})$. Before proceeding with the derivation a digression about the classical problem of Poisson’s equation in electrostatics is proposed with the aim of providing some insight into the formalism of the mathematical treatment.

### 2.2.1 Digression: Poisson’s equation in electrostatics

It it worthwhile interrupting shortly the description of the scattering problem to present a formally equivalent problem in the domain of electrostatics. The electric field $\vec{E}$ generated by a stationary distribution of charges $\rho(\vec{r})$ is given by the following relationship:

$$\vec{E} = -\vec{\nabla}\Phi$$

(2.20)

where $\Phi$ is a scalar potential. This can be combined with the differential form of Gauss law that provides an expression for the divergence of the electric field:

$$\vec{\nabla} \cdot \vec{E} = \frac{\rho}{\epsilon_0}$$

(2.21)

where $\epsilon_0$ is the vacuum permittivity, yielding Poisson’s equation:

$$\Delta \Phi = -\frac{\rho}{\epsilon_0}.$$  

(2.22)

In general Poisson’s equation can be written as:

$$\Delta u = v$$

(2.23)

where $v$ represents the source term. It is worthwhile observing that Poisson’s equation is linear i.e. the linear combination of solutions is itself a solution. The Green’s function $G(\vec{r}, \vec{r}')$ is defined as the solution of Poisson’s equation in case of a point source placed at position $\vec{r}'$ according to:

$$\Delta G(\vec{r}, \vec{r}') = \delta(\vec{r} - \vec{r}').$$

(2.24)
Any general extended source can be expressed as a weighted sum of point sources:

\[ v(\vec{r}) = \int d\vec{r}' v(\vec{r}') \delta(\vec{r} - \vec{r}'). \] (2.25)

By exploiting the linearity of equation 2.23 the general solution is expressed by:

\[ u(\vec{r}) = \int d\vec{r}' v(\vec{r}') G(\vec{r}, \vec{r}'). \] (2.26)

Expression 2.26 solves equation 2.23. This can be easily verified by introducing 2.26 into 2.23 and inverting the order of derivation and integration.

In the case of equation 2.22 one particular form of the Green’s function is:

\[ G(\vec{r}, \vec{r}') = \frac{-1}{4\pi} \frac{1}{|\vec{r} - \vec{r}'|} \] (2.27)

leading to the well-known form of the electrostatic potential:

\[ \Phi(\vec{r}) = \frac{1}{4\pi \varepsilon_0} \int d\vec{r}' \frac{\rho(\vec{r}')}{|\vec{r} - \vec{r}'|}. \] (2.28)

### 2.2.2 Derivation of the integral form of Schrödinger equation

It is worthwhile observing that equation 2.19, here repeated for convenience:

\[ -\frac{\hbar^2}{2m} (\Delta + k^2) u_{\vec{k}}(\vec{r}) = -V(\vec{r}) u_{\vec{k}}(\vec{r}) \] (2.29)

is a linear equation i.e. any linear combination of solutions is itself a solution. In analogy to the procedure presented in Section 2.2.1 a source term \( j_{\vec{k}}(\vec{r}) \) is defined:

\[ j_{\vec{k}}(\vec{r}) = V(\vec{r}) u_{\vec{k}}(\vec{r}). \] (2.30)

Equation 2.29 can be written in the form of Poisson’s equation:

\[ \mathcal{D}_\vec{r} u_{\vec{k}}(\vec{r}) = j_{\vec{k}}(\vec{r}) \] (2.31)

by defining the operator:

\[ \mathcal{D}_\vec{r} := \frac{\hbar^2}{2m} (\Delta + k^2). \] (2.32)

The operator \( \mathcal{D}_\vec{r} \) is:

\[ \mathcal{D}_\vec{r} = -(\mathcal{H}_0 - E) \] (2.33)
where $\mathcal{H}_0$ is the free-particle Hamiltonian:

$$\mathcal{H}_0 := \frac{\hbar^2}{2m} \Delta.$$ (2.34)

The Green’s function $G(\vec{r},\vec{r}')$ is defined as the solution of equation 2.31 in presence of a point-like source placed at position $\vec{r}''$:

$$\mathcal{D}_r G(\vec{r},\vec{r}') = \delta(\vec{r} - \vec{r}').$$ (2.35)

Any extended source $j_\vec{k}(\vec{r})$ can be expressed as a superposition of point-like sources:

$$j_\vec{k}(\vec{r}) = \int d\vec{r}' j_\vec{k}(\vec{r}')\delta(\vec{r} - \vec{r}').$$ (2.36)

The linearity of equation 2.31 can be exploited to obtain the following expression for the solution $u_\vec{k}(\vec{r})$:

$$u_\vec{k}(\vec{r}) = C(\vec{r}) + \int d\vec{r}' G(\vec{r},\vec{r}') j_\vec{k}(\vec{r}').$$ (2.37)

By introducing the wavefunction given in 2.37 into equation 2.31, by inverting the order of integration and derivation and by using expressions 2.35 and 2.36 the following condition is obtained:

$$\mathcal{D}_r C(\vec{r}) = 0.$$ (2.38)

The wavefunction 2.37 is a solution of equation 2.31 given that condition 2.38 is fulfilled, that is:

$$\frac{\hbar^2}{2m}(\Delta + k^2)C(\vec{r}) = 0.$$ (2.39)

Therefore $C$ represents the wavefunction of the unperturbed particle $u_\vec{k}^0(\vec{r})$ i.e. the plane wave:

$$e^{i\vec{k}\vec{r}}.$$ (2.40)

Equation 2.37 becomes:

$$u_\vec{k}(\vec{r}) = u_\vec{k}^0(\vec{r}) + \int d\vec{r}' G(\vec{r},\vec{r}')V(\vec{r}')u_\vec{k}(\vec{r}').$$ (2.41)

Equation 2.41 is known as the integral form of the Schrödinger equation. It is worthwhile stressing that this equation does not provide an explicit expression for the solution of the scattering problem $u_\vec{k}(\vec{r})$ since the latter enters both sides of the equation.
2.2.3 The expression of the Green’s function

The Green’s function introduced in equation 2.35 can be expressed as:

\[
G(\vec{r}, \vec{r}') = -\frac{1}{4\pi} \frac{2m e^{ik|\vec{r}-\vec{r}'|}}{\hbar^2 |\vec{r} - \vec{r}'|},
\]  \hspace{1cm} (2.42)

The derivation of this result is reported in [27]. Equation 2.42 represents a spherical wave propagating from \( \vec{r}' \) to \( \vec{r} \). By using this expression the solution of the scattering problem 2.41 can be reformulated as:

\[
u_{\vec{k}}(\vec{r}) = \nu_{\vec{k}}^0(\vec{r}) - \frac{1}{4\pi} \frac{2m}{\hbar^2} \int d\vec{r}' e^{ik|\vec{r}-\vec{r}'|} V(\vec{r}') u_{\vec{k}}(\vec{r}').
\]  \hspace{1cm} (2.43)

The physical interpretation of equation 2.43 is straightforward. The first term of the wavefunction \( \nu_{\vec{k}}^0(\vec{r}) \) represents the unperturbed solution i.e. a plane wave. Viceversa the second term represents the contribution generated by the interaction with the perturbing potential \( V(\vec{r}) \). This term is expressed by means of the space integral of the Green’s function multiplied by the source term. Every point \( \vec{r}' \) acts as a source of a spherical wave that propagates from \( \vec{r}' \) to the point \( \vec{r} \) where \( u \) is computed. The spherical wave is expressed by the Green’s function that plays the role of a propagator. The amplitude of the spherical wave is proportional to the value of the source term in \( \vec{r}' \) that is:

\[
\tilde{j}_{\vec{k}}(\vec{r}') = V(\vec{r}') u_{\vec{k}}(\vec{r}').
\]  \hspace{1cm} (2.44)

In other words a point \( \vec{r}' \) acts a source of spherical waves if the interaction potential \( V(\vec{r}') \) and the wavefunction \( u_{\vec{k}}(\vec{r}') \) simultaneously assume non zero values. This is consistent with the interpretation of the wavefunction as a probability density expressed in equation 2.8.

As mentioned above, the presence of the wavefunction \( u_{\vec{k}}(\vec{r}') \) within the source term of the integral in equation 2.43 makes the problem recursive. In other words the solution \( u_{\vec{k}}(\vec{r}) \) enters the source term of the perturbation (equation 2.30) and is at the same time the result of the perturbation.
2.2.4 The Born series and the Born approximation

Equation 2.43 can be expressed in a compact form by defining the Green’s operator $G$ and by expressing the wavefunctions by means of the Dirac notation:

$$G |u_k⟩ = \int d\vec{r}' G(\vec{r}, \vec{r}') u_k(\vec{r}') .$$  \hspace{1cm} (2.45)$$

Equation 2.43 can therefore be rewritten as:

$$|u_k⟩ = |u_k^0⟩ + G V |u_k⟩ . \hspace{1cm} (2.46)$$

By replacing the expression of $|u_k⟩$ on the right hand side of the equation in an iterative fashion, the following expression of the Born series is obtained:

$$|u_k⟩ = \sum_{n=0}^{\infty} (GV)^n |u_k^0⟩ . \hspace{1cm} (2.47)$$

This equation expresses the solution of the scattering problem as the sum of infinite terms.

The term of order $n = 0$ represents the unperturbed wavefunction:

$$|u_k^0⟩ = e^{i\vec{k} \cdot \vec{r}} \hspace{1cm} (2.48)$$

where the normalization factor has been omitted. The first order term $n = 1$ represents the scattered wave resulting from the interaction between the unperturbed wave function and the scattering potential, that is:

$$(GV) |u_k^0⟩ = -\frac{1}{4\pi \hbar^2} \int d\vec{r}' e^{ik|\vec{r}-\vec{r}'|} V(\vec{r}') u_k^0(\vec{r}') . \hspace{1cm} (2.49)$$

The successive terms represent multiple scattering phenomena. For example the term with order $n = 2$ accounts for the interaction between the scattered wave and the scattering potential.

The Born approximation consists in truncating the Born series at the order $n = 1$ i.e.:

$$u_k(\vec{r}) = u_k^0(\vec{r}) - \frac{1}{4\pi \hbar^2} \int d\vec{r}' e^{ik|\vec{r}-\vec{r}'|} V(\vec{r}') u_k^0(\vec{r}') . \hspace{1cm} (2.50)$$

In the asymptotic regime $r \to \infty$ the factor $\frac{1}{|\vec{r}-\vec{r}'|}$ approaches $\frac{1}{r}$ and the following expression holds:

$$u_k(\vec{r}) = u_k^0(\vec{r}) - \frac{1}{4\pi \hbar^2} \frac{e^{ikr}}{r} \int d\vec{r}' e^{-i\vec{k} \cdot \vec{r}' - i\vec{r} \cdot \vec{r}'} V(\vec{r}') u_k^0(\vec{r}') . \hspace{1cm} (2.51)$$
By replacing:

\[ |u^0_k\rangle = \frac{1}{(2\pi)^{3/2}} e^{i\vec{k}\cdot\vec{r}} \]  

(2.52)

and with definitions:

\[ \vec{k} := \vec{k}_i \quad k_\hat{r} := \vec{k}_f \quad \vec{k}_i - \vec{k}_f := \vec{Q} \]  

(2.53)

the equation of the Born approximated wavefunction in the asymptotic regime reads:

\[ u_{\vec{k}}(\vec{r}) = u^0_{\vec{k}}(\vec{r}) - \frac{2m}{4\pi \hbar^2} e^{i\vec{k}\cdot\vec{r}} \frac{1}{(2\pi)^{3/2}} \int d\vec{r}' V(\vec{r}') e^{i\vec{Q}\cdot\vec{r}'} . \]  

(2.54)

By comparison with expression (2.6) also valid in the asymptotic regime, and here rewritten for convenience:

\[ u_{\vec{k}}(\vec{r}) \to \frac{1}{\sqrt{V}} (e^{i\vec{k}\cdot\vec{r}} + f_{\vec{k}}(\theta, \phi) \frac{e^{i\vec{k}\cdot\vec{r}}}{r}) \]  

(2.55)

an expression of the scattering amplitude is derived:

\[ f_{\vec{Q}}(\Omega) = -\frac{1}{2\pi} \frac{m}{\hbar^2} \int d\vec{r}' V(\vec{r}') e^{i\vec{Q}\cdot\vec{r}'} . \]  

(2.56)

Within the conditions of validity of the Born approximation the scattering amplitude is proportional to the Fourier transform of the scattering potential.

In the Born approximation multiple scattering phenomena are not accounted for. A condition for the validity of this approximation is derived by imposing the rapid convergence of the Born series (2.47). In this case the modulus of first order term is much smaller than the modulus of the term of order zero. By carrying out the calculations (2.7) for the condition of validity of the Born approximation it is observed that this approach is not suitable in the case of the scattering of low energy neutrons on the nuclear potential of a single nucleus. Such phenomenon is treated in a more appropriate fashion by the partial waves description developed in (2.7). Nevertheless the vast majority of neutron scattering experiments are interpreted in the Born approximation. This is possible since condensed matter experiments deal with ensembles of nuclei.

It is worthwhile observing that in the case of scattering of X-rays the problem must be approached in the second quantization framework as described in reference (30). In this picture the Hamiltonian describing the interaction between the photon and the electrons employed in the calculation of the system transition rate is expressed in the second
quantization formalism *i.e.* by means of creation and annihilation operators for both electrons and photons. The scattering amplitude is expressed by an equation analogous to expression [2.56] as the Fourier transform of the electron density of the scatterer.

### 2.3 The general case of inelastic scattering

The scattering problem can be formulated in a general way as the interaction between probe particles and a target possessing internal degrees of freedom. Consideration of the Schrödinger equation of the combined system including both probe and target states leads to the quantum mechanical description of inelastic scattering. The formalism that is developed in this case is analogous to that of Section 2.2, the main difference being that in the general scenario of inelastic scattering the wavefunctions describing target states must be considered and this makes the derivation more intricate.

In this framework Fermi’s Golden Rule is derived: this is the probability density of a transition of the coupled probe-particle system. The derivation is carried out within the stationary Schrödinger equation formalism. An alternative derivation could be given by means of the time dependent perturbation theory [31]. Nevertheless the stationary formalism can be adopted in the assumption that the potential is switched on slowly with respect to the relevant time scales and that the system can be considered quasi-stationary at any time. This corresponds to considering a transition related to the time evolution of the system from \( t \rightarrow -\infty \) to \( t \rightarrow +\infty \).

Central results of scattering theory such as the master equation of scattering and the expression of the dynamic structure factor are derived in the final part of the present section.

#### 2.3.1 The combined probe-target system

In the general scenario assumption is made that a probe particle of mass \( m \) is scattered by a target \( T \) whose mass is largely superior to that of the probe particle. Assumption is made that the target is a complex system with internal degrees of freedom and that it
can undergo transitions between quantum states.

Be \{ \xi \} the ensemble of coordinates characterizing the target system and \( \vec{r} \) the probe particles coordinates as in Section 2.2. The stationary Schrödinger equation of the combined system is considered:

\[
[H_T(\xi) - \frac{\hbar^2}{2m} \Delta_r + V(\vec{r}, \xi)] \psi(\vec{r}, \xi) = E_{\text{total}} \psi(\vec{r}, \xi). \tag{2.57}
\]

In this equation \( H_T(\xi) \) is the target Hamiltonian operator, \( V(\vec{r}, \xi) \) describes the probe-target interaction potential, \( \psi(\vec{r}, \xi) \) is the wavefunction of the combined system and \( E_{\text{total}} \) denotes the total energy of the combined system. In analogy to the derivation in Section 2.2 the term depending on the interaction potential can be isolated yielding:

\[
[E_{\text{total}} - H_T(\xi) + \frac{\hbar^2}{2m} \Delta_r] \psi(\vec{r}, \xi) = V(\vec{r}, \xi) \psi(\vec{r}, \xi). \tag{2.58}
\]

Assumption is made that the solutions of the stationary Schrödinger equation for the isolated target system are the eigenfunction \( \phi_\nu(\xi) \) with eigenvalues \( E_\nu \) where \( \nu \) denotes the quantum numbers characterizing the target state:

\[
H_T(\xi) \phi_\nu(\xi) = E_\nu \phi_\nu(\xi). \tag{2.59}
\]

The direct product states:

\[
|\Theta_{\nu, \vec{k}}\rangle = |\phi_\nu\rangle \otimes |\vec{k}\rangle \tag{2.60}
\]

where \( |\vec{k}\rangle \) denotes the plane wave with wavevector \( \vec{k} \), form a basis of the Hilbert space of the combined system. In real space representation these basis states are expressed as:

\[
\langle \vec{r}, \xi | \Theta_{\nu, \vec{k}} \rangle = \Theta_{\nu, \vec{k}}(\vec{r}, \xi) = \frac{1}{(2\pi)^{3/2}} e^{i\vec{k}\cdot\vec{r}} \phi_\nu(\xi). \tag{2.61}
\]

They are eigenfunctions of the non-interacting probe-target system:

\[
[H_T(\xi) - \frac{\hbar^2}{2m} \Delta_r] \Theta_{\nu, \vec{k}}(\vec{r}, \xi) = H_0 \Theta_{\nu, \vec{k}}(\vec{r}, \xi) = E_0 \Theta_{\nu, \vec{k}}(\vec{r}, \xi) \tag{2.62}
\]

\(^2\)In real space representation the eigenstates \( |x\rangle \) of the position operator are assumed as a basis of the Hilbert space. They fulfill the following relations:

\[
\hat{x} |x\rangle = x |x\rangle ,
\]

\[
\langle x|\psi| = \int dx' \psi(x') \delta(x - x') = \psi(x)
\]

\[
\langle x|x'\rangle = \int dx'' \delta(x - x'') \delta(x' - x'') = \delta(x - x')
\]
where the total energy of the system in the non-interacting case is:

\[
E_0 = E_\nu + \frac{\hbar^2 k^2}{2m}. \tag{2.63}
\]

The wavefunctions \(|\Theta_{\nu,\vec{k}}\rangle\) are normalized and they fulfill orthogonality and closure relations.

In presence of a scattering potential with limited space extension the total energy of the combined system \(E_{\text{total}}\) equals the energy of the uncoupled combined system \(E_0\) before the scattering event.

### 2.3.2 The Green’s function in the combined system framework

In analogy with the derivation presented in Section 2.2 relative to elastic scattering, equation 2.58 can be written by defining a source term for the combined system:

\[
j(\vec{r},\xi) := V(\vec{r},\xi)\psi(\vec{r},\xi) \tag{2.64}
\]

yielding:

\[
D\psi(\vec{r},\xi) = j(\vec{r},\xi). \tag{2.65}
\]

The operator \(D\) is defined as:

\[
D := [E_{\text{total}} - \mathcal{H}_T(\xi) + \frac{\hbar^2}{2m} \Delta_\vec{r}] \tag{2.66}
\]

that is:

\[
D := -(\mathcal{H}_0 - E_{\text{total}}) \tag{2.67}
\]

where \(\mathcal{H}_0\) is the unperturbed Hamiltonian \(\mathcal{H}_T(\xi) - \frac{\hbar^2}{2m} \Delta_\vec{r}\). The total energy \(E_{\text{total}}\) equals the energy of the non interacting system before the scattering event:

\[
E_{\text{total}} = E_{\nu,i} + \frac{\hbar^2 k_i^2}{2m} \tag{2.68}
\]

where \(E_{\nu,i}\) is the initial energy of the target and \(\frac{\hbar^2 k_i^2}{2m}\) is the initial energy of the probe particle.
The Green’s function is now defined as the solution of equation 2.65 in presence of a point-like source term:

$$DG(\vec{r}, \vec{r}'; \xi, \xi') = \delta(\vec{r} - \vec{r}') \cdot \delta(\xi - \xi').$$

(2.69)

The Green operator $G$ can formally be expressed as the inverse of $(E_{\text{total}} - H_0)$:

$$G := \frac{1}{E_{\text{total}} - H_0}.$$  

(2.70)

The Green function can be calculated as:

$$G(\vec{r}, \vec{r}'; \xi, \xi') = \langle \vec{r}, \xi | G | \vec{r}', \xi' \rangle.$$  

(2.71)

The full derivation is presented in reference [27]. The final result is:

$$G(\vec{r}, \vec{r}'; \xi, \xi') = -\frac{m}{2\pi\hbar^2} \sum_\nu \phi_\nu(\xi) \phi_\nu^*(\xi') e^{ik_f|\vec{r} - \vec{r}'|}$$

(2.72)

where the sum runs over the target states $\nu$ and $k_f$ depends on the isolated target energy $E_\nu$ according to:

$$E_{\nu,i} + \frac{\hbar^2 k_i^2}{2m} = E_\nu + \frac{\hbar^2 k_f^2}{2m}.$$  

(2.73)

Analogous to the elastic case 2.42 the Green’s function 2.72 is expressed as a linear combination of spherical waves. Each spherical wave is characterized by a wavevector $k_f$ given by 2.73 and represents the scattered probe particle corresponding to the final target state $\phi_\nu(\xi)$. The relative weight of each spherical wave in the linear combination is given by $\phi_\nu(\xi) \phi_\nu^*(\xi')$.

In the basis of the unperturbed system wavefunctions $|\Theta_{\mu,\vec{k}}\rangle$ the integral form of the Schrödinger equation is written as:

$$\psi_{\mu,\vec{k}}(\vec{r}, \xi) = \Theta_{\mu,\vec{k}}(\vec{r}, \xi) + \int d\vec{r}' \int d\xi' G(\vec{r}, \vec{r}'; \xi, \xi') V(\vec{r}', \xi') \psi_{\mu,\vec{k}}(\vec{r}', \xi')$$

(2.74)

where $\psi_{\mu,\vec{k}}(\vec{r}, \xi)$ is the solution of 2.65 evolving from the unperturbed system solution $\Theta_{\mu,\vec{k}}(\vec{r}, \xi)$ as the interaction $V(\vec{r}, \xi)$ is introduced. Analogous to equation 2.41 in Section 2.2, this is a recursive relation since the solution $\psi_{\mu,\vec{k}}(\vec{r}, \xi)$ appears on both sides of the equation.
2.3.3 The Born approximation

In the Born approximation multiple scattering events are not accounted for and assumption is made that the interaction potential $V(\vec{r}, \xi)$ acts directly on the unperturbed wavefunction $\Theta_{\mu, \vec{k}}(\vec{r}, \xi)$. The exact solution $\psi_{\mu, \vec{k}}(\vec{r}, \xi)$ is replaced by the unperturbed function $\Theta_{\mu, \vec{k}}(\vec{r}, \xi)$ in the right hand side of equation 2.74:

$$\psi_{\mu, \vec{k}}(\vec{r}, \xi) = \int d\vec{r}' \int d\xi' G(\vec{r}, \vec{r}'; \xi, \xi') V(\vec{r}', \xi') \Theta_{\mu, \vec{k}}(\vec{r}', \xi')$$

that is:

$$\psi_{\mu, \vec{k}}(\vec{r}, \xi) = \Theta_{\mu, \vec{k}}(\vec{r}, \xi) - \frac{m}{2\pi \hbar^2} \sum_{\nu} \phi_{\nu}(\xi) \int d\vec{r}' \int d\xi' \phi_{\nu}^*(\xi') \frac{e^{ik_f|\vec{r}-\vec{r}'|}}{\vec{r}-\vec{r}'} V(\vec{r}', \xi') \Theta_{\mu, \vec{k}}(\vec{r}', \xi').$$

By writing the explicit function describing the unperturbed probe particles and by considering the asymptotic limit $r \to \infty$ where the factor $\frac{1}{r}$ approaches $\frac{1}{r}$ the following expression is obtained:

$$\psi_{\mu, \vec{k}}(\vec{r}, \xi) = \Theta_{\mu, \vec{k}}(\vec{r}, \xi) - \frac{m}{2\pi \hbar^2} \sum_{\nu} \phi_{\nu}(\xi) \int d\vec{r}' \int d\xi' \phi_{\nu}^*(\xi') e^{-i(k_f r')|\vec{r}' - \vec{r}|} V(\vec{r}', \xi') e^{i\vec{Q} \cdot \vec{r}'} \phi_{\mu}(\xi').$$

By defining the transferred wavevector:

$$\vec{Q} := \vec{k} - \vec{k}_f$$

the following equation is obtained:

$$\psi_{\mu, \vec{k}}(\vec{r}, \xi) = \Theta_{\mu, \vec{k}}(\vec{r}, \xi) - \frac{m}{(2\pi)^{5/2} \hbar^2} \sum_{\nu} \phi_{\nu}(\xi) \frac{e^{i k_f r}}{r} \int d\vec{r}' \int d\xi' \phi_{\nu}^*(\xi') e^{i \vec{Q} \cdot \vec{r}'} V(\vec{r}', \xi') \phi_{\mu}(\xi').$$

where the integral can be formulated in Dirac notation:

$$\langle \phi_{\nu}, \vec{k}_f | V | \phi_{\mu}, \vec{k} \rangle \propto \int d\vec{r}' \int d\xi' \phi_{\nu}^*(\xi') e^{i \vec{Q} \cdot \vec{r}'} V(\vec{r}', \xi') \phi_{\mu}(\xi').$$
Equation 2.79 shows that the scattering event can be interpreted in terms of a wavefunction composed of individual scattering channels that do not interfere with each other. Given an initial probe state $|\vec{k}\rangle$ and an initial target state $|\mu\rangle$ the scattered function is given by the sum over the scattering channels $\nu$ of spherical waves $e^{i\vec{k}_f r}/r$. Each scattering channel corresponds to a final target state $\phi_{\nu}(\xi)$ and a final probe state characterized by a wavevector $\vec{k}_f$ that complies with the conservation of energy. In the sum appearing in 2.79 each final state $\phi_{\nu}(\xi)e^{i\vec{k}_f r}/r$ is weighted by a factor proportional to the integral $\langle\phi_{\nu},\vec{k}_f|V|\phi_{\mu},\vec{k}\rangle$.

### 2.3.4 Fermi’s Golden rule

The probability density of the transition related to an individual scattering channel is an expression of wide use and it is known as Fermi’s Golden Rule. Fermi’s Golden Rule is derived by calculating the probe particle flux associated to an individual scattering channel in 2.79. The probe particle flux of a single scattering channel is related to the differential cross section of the channel which in turn can be used to derive the expression of the scattering amplitude and the probability density of the transition related the single channel. The derivation of Fermi’s Golden Rule is reported hereafter.

It is possible to isolate the individual scattering channels by using operators of the type:

$$P_{\phi_{\nu f}} = |\phi_{\mu f}\rangle \langle \phi_{\mu f}| \otimes I_{\vec{k}}$$  \hspace{1cm} (2.81)

where $P_{\phi_{\nu f}}$ is the projection operator over one particular final target state $|\phi_{\mu f}\rangle$ and $I_{\vec{k}}$ is the unit operator in the subspace of particle states and it is given by:

$$I_{\vec{k}} = \sum_{\vec{k}} |\vec{k}\rangle \langle \vec{k}|.$$  \hspace{1cm} (2.82)

The projectors can be used to derive the projection of $\psi_{\mu,\vec{k}}$ over each final target state $\phi_{\mu f}$ by calculating:

$$\psi_{\mu,\vec{k}} \rightarrow \mu f, \vec{k} \rightarrow \vec{k}_f = \langle \vec{r},\xi|P_{\phi_{\nu f}}|\psi_{\mu,\vec{k}}\rangle$$  \hspace{1cm} (2.83)

where the expression of $\psi_{\mu,\vec{k}}$ obtained within the Born approximation is used. The probe
particle flux related with each scattering channel $\mu_f$ is given by:

$$
\vec{J}_{\mu \rightarrow \mu, \vec{k} \rightarrow \vec{k}_f} = 
- \frac{i}{2m} \int d\xi (\psi^*_{\mu \rightarrow \mu, \vec{k} \rightarrow \vec{k}_f} \vec{\nabla}_r \psi_{\mu \rightarrow \mu, \vec{k} \rightarrow \vec{k}_f} - \psi_{\mu \rightarrow \mu, \vec{k} \rightarrow \vec{k}_f} \vec{\nabla}_r \psi^*_{\mu \rightarrow \mu, \vec{k} \rightarrow \vec{k}_f}).
$$

It is worthwhile observing that in this equation what is calculated is the flux of the probe particles. Therefore the gradient $\vec{\nabla}_r$ is calculated with respect to the probe particle coordinates $\vec{r}$ and integration over the target coordinates $\xi$ is performed.

By carrying out the calculations the differential cross section:

$$
\frac{d\sigma}{d\Omega} := 2J_{\text{scattered}}(r, \Omega)
$$

can be calculated yielding for each scattering channel $\mu_f$:

$$
\left( \frac{d\sigma}{d\Omega} \right)_{\mu \rightarrow \mu, \vec{k} \rightarrow \vec{k}_f} = m^2 \left( \frac{2\pi}{\hbar} \right)^4 \frac{k_f}{k} \left| \langle \phi_{\mu_f, \vec{k}_f} | V | \phi_{\mu, \vec{k}} \rangle \right|^2.
$$

In the elastic case $\mu_f = \mu$ and equation (2.86) becomes:

$$
\left( \frac{d\sigma}{d\Omega} \right)_{\mu \rightarrow \mu, \vec{k} \rightarrow \vec{k}_f} = m^2 \left( \frac{2\pi}{\hbar} \right)^4 \left| \langle \phi_{\mu, \vec{k}_f} | V | \phi_{\mu, \vec{k}} \rangle \right|^2.
$$

The scattering amplitude is (Equation 2.16):

$$
\mathcal{F}_{\mu \rightarrow \mu, \vec{k} \rightarrow \vec{k}_f}(\Omega) = - \frac{4\pi^2 m}{\hbar^2} \langle \phi_{\mu_f, \vec{k}_f} | V | \phi_{\mu, \vec{k}} \rangle.
$$

The differential cross section can be interpreted in terms of the transition probability density $w_{\mu \rightarrow \mu, \vec{k} \rightarrow \vec{k}_f}$:

$$
\frac{d\sigma}{d\Omega} = \frac{w_{\mu \rightarrow \mu, \vec{k} \rightarrow \vec{k}_f}}{J_{\text{incident}}} d\Omega.
$$

Equation 2.86 yields the following expression for the probability density of a transition which is known as Fermi’s Golden Rule:

$$
w_{\mu \rightarrow \mu, \vec{k} \rightarrow \vec{k}_f} = \frac{2\pi}{\hbar} \left| \langle \phi_{\mu_f, \vec{k}_f} | V | \phi_{\mu, \vec{k}} \rangle \right|^2 \rho(k_f)
$$

where the density of final states is:

$$
\rho(k_f) = \frac{mk_f}{\hbar^2}.
$$

---

3 The incident flux is $J_{\text{incident}} = \frac{1}{12\pi^2} \frac{\hbar}{m}$. 33
Fermi’s Golden Rule expresses the fact that given a transition of a probe-target system \( \mu \rightarrow \mu_f, \vec{k} \rightarrow \vec{k}_f \) induced by the interaction potential \( V \), the probability of such transition is directly proportional to the square of the matrix element:

\[
\left| \langle \phi_{\mu_f, \vec{k}_f} | V | \phi_{\mu, \vec{k}} \rangle \right|^2 = \int d\vec{r} e^{i\vec{Q}\vec{r}} \int d\xi \phi^*_{\mu_f}(\xi) V(\vec{r},\xi) \phi_{\mu}(\xi).
\] (2.92)

An experimental measurement corresponds to an integration over a set of final states where the integration space is given by solid angle and energy of the scattered particle.

### 2.3.5 The master equation of scattering

The *master equation of scattering* is an expression of the double differential cross section related to the transition that leads the probe particle from the state \( |\vec{k}_i\rangle \) to the state \( |\vec{k}_f\rangle \). This expression is of wide use in scattering experiments since all possible target states - which are generally not individually accessible in an experiment - are considered simultaneously.

The initial and final states of the probe-target system can be expressed by the direct products:

\[
|i\rangle = |\vec{k}_i\rangle \otimes |\lambda_i\rangle = |\vec{k}_i, \lambda_i\rangle
\]

(2.93)

\[
|f\rangle = |\vec{k}_f\rangle \otimes |\lambda_f\rangle = |\vec{k}_f, \lambda_f\rangle
\]

(2.94)

where \( |\lambda\rangle \) denotes the target state characterized by the set of target quantum numbers \( \lambda \).

With this notation equation 2.86 can be formulated as follows:

\[
\left( \frac{d\sigma}{d\Omega} \right)_{\lambda_i \rightarrow \lambda_f, \vec{k}_i \rightarrow \vec{k}_f} = m^2 \left( \frac{2\pi}{\hbar} \right)^4 \frac{k_f^4}{k_i^4} \left| \langle \vec{k}_f, \lambda_f | V | \vec{k}_i, \lambda_i \rangle \right|^2 .
\] (2.95)

The equation expressing the double differential scattering cross section is obtained by introducing in 2.95 the condition for the conservation of energy \( E_f + E_{\lambda_f} = E_i + E_{\lambda_i} \) by using the factor \( \delta(E_f + E_{\lambda_f} - E_i - E_{\lambda_i}) \) where \( E_i \) and \( E_f \) are the initial and final energy of the probe particle while \( E_{\lambda_i} \) and \( E_{\lambda_f} \) denote the initial and final energy of the target:

\[
\left( \frac{d^2\sigma}{d\Omega dE_f} \right)_{\lambda_i \rightarrow \lambda_f, \vec{k}_i \rightarrow \vec{k}_f} = m^2 \left( \frac{2\pi}{\hbar} \right)^4 \frac{k_f^4}{k_i^4} \left| \langle \vec{k}_f, \lambda_f | V | \vec{k}_i, \lambda_i \rangle \right|^2 \delta(E_f + E_{\lambda_f} - E_i - E_{\lambda_i}).
\] (2.96)
In an experimental context the probe particle states $|\vec{k}_i\rangle$ and $|\vec{k}_f\rangle$ are generally known. The target is found initially in a superposition of states $|\lambda_i\rangle$, each with probability $p(\lambda_i)$. The target state $|\lambda_f\rangle$ is generally not detected in experiments. It is hence convenient to consider all final target states compatible with the probe particle transition of interest *i.e.* from state $|\vec{k}_i\rangle$ to state $|\vec{k}_f\rangle$. By summing over all target final states and by introducing the statistical distribution of the target initial states $p(\lambda_i)$ the master equation of scattering is obtained:

$$\left(\frac{d^2\sigma}{d\Omega dE_f}\right)_{\vec{k}_i \rightarrow \vec{k}_f} = m^2 \left(\frac{2\pi}{\hbar}\right)^4 \frac{k_f}{k_i} \sum_{\lambda_i, \lambda_f} p(\lambda_i) \left|\langle \vec{k}_f, \lambda_f | V | \vec{k}_i, \lambda_i \rangle\right|^2 \delta(E_f + E_{\lambda_f} - E_i - E_{\lambda_i}).$$

It is worthwhile recalling that the formalism developed so far is based on the Born approximation.

### 2.3.6 The interaction potential

The interaction potential can be formulated as the sum over $N$ individual scatterers $j$ of two-particle interactions:

$$V(\vec{r}) = \sum_{j=1}^{N} V_j(\vec{r} - \vec{R}_j)$$

(2.98)

where $\vec{R}_j$ denotes the positions of the individual scatterers. By replacing this expression in the matrix element:

$$\langle \vec{k}_f, \lambda_f | V | \vec{k}_i, \lambda_i \rangle$$

(2.99)

and by carrying out the calculations the following expression is obtained:

$$\langle \vec{k}_f, \lambda_f | V | \vec{k}_i, \lambda_i \rangle = \frac{1}{(2\pi)^3} \sum_{j=1}^{N} V_j(\vec{Q}) \langle \lambda_f | e^{i\vec{Q} \cdot \vec{R}_j} | \lambda_i \rangle$$

(2.100)

where $V_j(\vec{Q})$ is the Fourier transform of the interaction potential of the $j^{th}$ scatterer according to:

$$V_j(\vec{Q}) = \int d\vec{r} e^{i\vec{Q} \cdot \vec{r}} V_j(\vec{r}).$$

(2.101)
$V_j(\vec{Q})$ is known as the form factor of the interaction potential $V_j(\vec{r})$.

In neutron scattering a point-like form of the interaction potential is adopted and this is known as Fermi pseudo-potential:

$$V_j(\vec{r}) = \frac{2\pi \hbar^2}{m} b_j \delta(\vec{r})$$

yielding:

$$V_j(\vec{Q}) = \frac{2\pi \hbar^2}{m} b_j.$$  

The double differential scattering cross section is reformulated as:

$$\left( \frac{d^2\sigma}{d\Omega dE_f} \right)_{\lambda_i \rightarrow \lambda_f, \vec{k}_i \rightarrow \vec{k}_f} = \frac{k_f}{k_i} \sum_{j=1}^{N} b_j \left| \langle \lambda_f | e^{i\vec{Q} \cdot \vec{R}_j} | \lambda_i \rangle \right|^2 \delta(E_{\lambda_i} - E_{\lambda_f} + \hbar \omega).$$  

where:

$$\hbar \omega := E_i - E_f.$$  

**2.3.7 The dynamic structure factor**

The master equation of scattering is obtained using as a starting point Equation (2.104), summing over initial states considering their statistical distribution $p(\lambda_i)$ and by summing over final states compatible with the conservation of energy.

$$\left( \frac{d^2\sigma}{d\Omega dE_f} \right)_{\vec{k}_i \rightarrow \vec{k}_f} = \frac{k_f}{k_i} \sum_{\lambda_i, \lambda_f} p(\lambda_i) \left| \sum_{j=1}^{N} b_j \langle \lambda_f | e^{i\vec{Q} \cdot \vec{R}_j} | \lambda_i \rangle \right|^2 \delta(E_{\lambda_i} - E_{\lambda_f} + \hbar \omega).$$

A $\delta$-function in energy can be expressed as an integral over time:

$$\delta(E_{\lambda_i} - E_{\lambda_f} + \hbar \omega) = \frac{1}{2\pi \hbar} \int_{-\infty}^{+\infty} dt \ e^{-\frac{i}{\hbar} (E_{\lambda_i} - E_{\lambda_f} + \hbar \omega) t}.$$  

Be $\mathcal{H}_T$ the target Hamiltonian:

$$\mathcal{H}_T |\lambda\rangle = E_\lambda |\lambda\rangle$$  

the following expression holds:

$$e^{\frac{i}{\hbar} \mathcal{H}_T t} |\lambda\rangle = e^{\frac{i}{\hbar} E_\lambda t} |\lambda\rangle.$$
The sum over final states appearing in the master equation can be formulated by writing the explicit form of the modulus squared and by introducing the integral form of the Dirac delta:

\[
\sum_{\lambda_f} \left| \sum_{j=1}^{N} b_j \langle \lambda_f | e^{i \vec{Q} \cdot \vec{R}_j} | \lambda_i \rangle \right|^2 \delta(E_{\lambda_i} - E_{\lambda_f} + \hbar \omega) = \sum_{\lambda_f} \sum_{j,j'=1}^{N} b_j b_{j'}^* \langle \lambda_f | e^{i \vec{Q} \cdot \vec{R}_j} | \lambda_i \rangle \langle \lambda_i | e^{-i \vec{Q} \cdot \vec{R}_{j'}} | \lambda_f \rangle \delta(E_{\lambda_i} - E_{\lambda_f} + \hbar \omega) \]

\[
= \frac{1}{2\pi \hbar} \int dt \sum_{\lambda_f} \sum_{j,j'=1}^{N} b_j b_{j'}^* \langle \lambda_f | e^{i \vec{Q} \cdot \vec{R}_j e^{i \vec{Q} \cdot \vec{R}_{j'} e^{i \hat{H} T t}}} | \lambda_i \rangle \langle \lambda_i | e^{-i \vec{Q} \cdot \vec{R}_{j'} e^{-i \hat{H} T t}} | \lambda_f \rangle e^{-i \omega t}.
\]

The energy can be replaced by the Hamilton operator:

\[
\sum_{\lambda_f} \left| \sum_{j=1}^{N} b_j \langle \lambda_f | e^{i \vec{Q} \cdot \vec{R}_j} | \lambda_i \rangle \right|^2 \delta(E_{\lambda_i} - E_{\lambda_f} + \hbar \omega) = \frac{1}{2\pi \hbar} \int dt \sum_{\lambda_f} \sum_{j,j'=1}^{N} b_j b_{j'}^* \langle \lambda_f | e^{i \hat{H} T t} e^{i \vec{Q} \cdot \vec{R}_j e^{i \hat{H} T t}} e^{-i \vec{Q} \cdot \vec{R}_{j'} e^{-i \hat{H} T t}} | \lambda_i \rangle \langle \lambda_i | e^{-i \vec{Q} \cdot \vec{R}_{j'} e^{-i \hat{H} T t}} | \lambda_f \rangle e^{-i \omega t}
\]

where the closure relation for the \(|\lambda\rangle\) states has been used:

\[
\sum_{\lambda_f} |\lambda_f\rangle \langle \Lambda_f| = I.
\]

By definition of time evolution operator it follows:

\[
e^{i \hat{H} T t} e^{i \vec{Q} \cdot \vec{R}_j e^{i \hat{H} T t}} e^{-i \vec{Q} \cdot \vec{R}_{j'} e^{-i \hat{H} T t}} = e^{i \vec{Q} \cdot \vec{R}_j(t)}
\]

and:

\[
\sum_{\lambda_f} \left| \sum_{j=1}^{N} b_j \langle \lambda_f | e^{i \vec{Q} \cdot \vec{R}_j} | \lambda_i \rangle \right|^2 \delta(E_{\lambda_i} - E_{\lambda_f} + \hbar \omega) = \frac{1}{2\pi \hbar} \int dt \sum_{j,j'=1}^{N} b_j b_{j'}^* \langle \lambda_i | e^{-i \vec{Q} \cdot \vec{R}_{j'} e^{i \hat{H} T t}} | \lambda_i \rangle e^{-i \omega t}.
\]
The double differential cross section is:

$$\left( \frac{d^2\sigma}{d\Omega dE_f} \right)_{\vec{k}_i \rightarrow \vec{k}_f} = \frac{k_f}{k_i} \frac{1}{2\pi\hbar} \sum_{\lambda_i} p(\lambda_i) \sum_{j,j'=1}^N b_j b_{j'}^* \int dt \langle \lambda_i | e^{-i\vec{Q} \cdot \vec{R}_{j'}(t)} e^{i\vec{Q} \cdot \vec{R}_j(t)} | \lambda_i \rangle e^{-i\omega t}. $$

(2.115)

The scattering function or dynamic structure factor is defined as:

$$\left( \frac{d^2\sigma}{d\Omega dE_f} \right)_{\vec{k}_i \rightarrow \vec{k}_f} = \frac{k_f}{k_i} S(\vec{Q}, \omega)$$

(2.116)

and its expression is:

$$S(\vec{Q}, \omega) = \frac{1}{2\pi\hbar} \sum_{\lambda_i} p(\lambda_i) \sum_{j,j'=1}^N b_j b_{j'}^* \int dt \langle \lambda_i | e^{-i\vec{Q} \cdot \vec{R}_{j'}(t)} e^{i\vec{Q} \cdot \vec{R}_j(t)} | \lambda_i \rangle e^{-i\omega t}$$

(2.117)

where:

$$\vec{R}_{j'} = \vec{R}_{j'}(t = 0).$$

(2.118)

Equation 2.117 does not present a sum over final target states, instead the time dependence is explicit in the integral term.

It is worth recalling that this expression is valid within the Born approximation. In this approximation multiple scattering effects are neglected and assumption is made that every scatterer is exposed to the incident and unattenuated flux. In the Born approximation framework the scattering function 2.117 turns out to be proportional to the number of scatterers. According to expression 2.117 for a given incident flux the scattered flux increases without bounds with increasing number of scatterers. This unphysical result is a shortcoming of the introduced approximation. The lack of proportionality between the scattered flux and the sample size at high values of the scattered flux is known as the extinction effect. This is due to the fact that the assumption underlying the Born approximation namely the homogeneity of the incident beam over the sample volume doesn’t hold in these circumstances. The extinction effect is accounted for in the formalism of the dynamical scattering theory [32].
2.4 Coherent and incoherent scattering

The present section describes the phenomena of coherent and incoherent scattering. The approach is that of separating coherent and incoherent terms in the expression of the dynamic structure factor and to derive the corresponding double differential scattering cross sections. The role of nuclear spin in incoherent scattering is discussed. Particular emphasis is put on the description of scattering by protons and deuterons and on the experimental requirement for the production of deuterated and perdeuterated samples in macromolecular neutron crystallography.

2.4.1 Coherent and incoherent terms within the dynamic structure factor

The scattering function 2.117 can be reformulated as follows:

\[ S(\vec{Q},\omega) = \sum_{j,j'} b_j b_{j'}^* S_{j,j'}(\vec{Q},\omega) \tag{2.119} \]

where:

\[ S_{j,j'}(\vec{Q},\omega) = \frac{1}{2\pi^2} \sum_{\lambda} p(\lambda_i) \int dt \langle \lambda_i | e^{-i\vec{Q} \cdot \vec{R}_j} e^{i\vec{Q} \cdot \vec{R}_j(t)} | \lambda_i \rangle e^{-i\omega t}. \tag{2.120} \]

The neutron scattering length \( b \) of a nucleus depends on the isotope and on the spin state of the combined neutron - nucleus system. Isotopes and nuclear spins of a chemical element are in general distributed in a statistical manner over the atomic sites occupied by the element of interest. Consequently expression 2.119 can be formulated as:

\[ S(\vec{Q},\omega) = \sum_{j,j'=1}^N \overline{b_j b_{j'}^*} S_{j,j'}(\vec{Q},\omega) \tag{2.121} \]

where \( \overline{b_j b_{j'}^*} \) refers to the average over isotopes and spin states.

There is no correlation between the scattering length of a nucleus belonging to a given chemical species and the atomic position, since the scattering length is determined by the
isotope and the spin state of the neutron - nucleus system. Hence
\[ b_j b_{j'}^* = b_j b_{j'}^* \quad \text{with} \quad j \neq j' \quad (2.122) \]
\[ b_j b_{j'}^* = b_j^2 \quad \text{with} \quad j = j'. \]

Average values are defined as follows:
\[ \overline{b}_j = \sum_i p^i_j b^i_j \quad (2.123) \]
\[ \overline{b}_j^2 = \sum_i p^i_j (b^i_j)^2 \]

where \( p^i_j \) represent the probability that the element at position \( \vec{R}_j \) has scattering length \( b^i_j \) and the equation:
\[ \sum_i p_i = 1 \quad (2.124) \]
is fulfilled, with \( i \) denoting the possible isotopes and spin states.

Equation 2.121 can be formulated as the sum of two terms:
\[ S(\vec{Q}, \omega) \]
\[ = \sum_{j \neq j'} b_j b_{j'}^* S_{j,j'}(\vec{Q}, \omega) + \sum_{j=1}^{N} \overline{b}_j^2 S_{j,j}(\vec{Q}, \omega) \]
\[ = \sum_{j \neq j'} b_j b_{j'}^* S_{j,j'}(\vec{Q}, \omega) + \sum_{j=1}^{N} (b_j^2 - \overline{b}_j^2) S_{j,j}(\vec{Q}, \omega) \]

Expression 2.125 allows the identification of two contributions within the equation defining the double differential cross section 2.116 namely:
\[ \frac{d^2 \sigma}{d\Omega dE_f} = \left( \frac{d^2 \sigma}{d\Omega dE_f} \right)_{\text{coherent}} + \left( \frac{d^2 \sigma}{d\Omega dE_f} \right)_{\text{incoherent}}. \quad (2.126) \]

The coherent contribution to the cross section is obtained by considering for every pair of scatterers \( j \) and \( j' \) the average values \( \overline{b}_j \) and \( \overline{b}_{j'}^* \):
\[ \left( \frac{d^2 \sigma}{d\Omega dE_f} \right)_{\text{coherent}} = \quad (2.127) \]
\[ = \frac{k_f}{k_i} \frac{1}{2\pi\hbar} \sum_{\lambda_i} p(\lambda_i) \sum_{j,j'=1}^{N} \overline{b}_j \overline{b}_{j'}^* \int dt \langle \lambda_i| e^{-i\vec{Q} \cdot \vec{R}_j(t)} e^{iQ \cdot \vec{R}_{j'}(t)} |\lambda_i\rangle e^{-i\omega t}. \]

\(^4\)Two statistical variables \( A \) and \( B \) are uncorrelated if: \( \overline{AB} = \overline{A} \overline{B} \)
On the other hand the *incoherent* term presents a single sum over individual scatterers $j$. For every scatterer the variance of the neutron scattering length appears, where the scattering length average value is calculated by considering the statistical distribution of isotopes and spin states.

$$
\frac{d^2\sigma}{d\Omega dE_f}\text{ incoherent} = \frac{k_f}{k_i} \frac{1}{2\pi\hbar} \sum_{\lambda_i} p(\lambda_i) \sum_{j=1}^N \left( b_j^2 - \bar{b}_j^2 \right) \int dt \langle \lambda_i | e^{-i\vec{Q} \cdot \vec{R}_j(t)} | \lambda_i \rangle e^{-i\omega t}.
$$

\section*{2.4.2 Monoatomic systems}

A monoatomic system is a system composed of a single chemical element. In these circumstances the total coherent and incoherent scattering cross sections can be defined:

$$
\sigma_{\text{coherent}} = 4\pi \bar{b}^2
$$

$$
\sigma_{\text{incoherent}} = 4\pi (\bar{b}^2 - \bar{b}^{'2}) = 4\pi (\bar{b} - \bar{b}^{'})^2.
$$

Equation \[2.127\] in the monoatomic case yields:

$$
\frac{d^2\sigma}{d\Omega dE_f}\text{ coherent} = \frac{\sigma_{\text{coherent}}}{4\pi} \frac{k_f}{k_i} \frac{1}{2\pi\hbar} \sum_{\lambda_i} p(\lambda_i) \sum_{j,j'=1}^N \int dt \langle \lambda_i | e^{-i\vec{Q} \cdot \vec{R}_{j'}(t)} e^{i\vec{Q} \cdot \vec{R}_j(t)} | \lambda_i \rangle e^{-i\omega t}
$$

while equation \[2.131\] yields:

$$
\frac{d^2\sigma}{d\Omega dE_f}\text{ incoherent} = \frac{\sigma_{\text{incoherent}}}{4\pi} \frac{k_f}{k_i} \frac{1}{2\pi\hbar} \sum_{\lambda_i} p(\lambda_i) \sum_{j=1}^N \int dt \langle \lambda_i | e^{-i\vec{Q} \cdot \vec{R}_j(t)} e^{i\vec{Q} \cdot \vec{R}_j(t)} | \lambda_i \rangle e^{-i\omega t}.
$$

\section*{2.4.3 The spin state of the combined neutron - nucleus system}

The phenomenon of neutron scattering from the nuclear potential is characterized by rotational symmetry *i.e.* the scattering potential is isotropic $V(\vec{r}) = V(r)$. Noether’s
Theorem relates rotational symmetry to the conservation of angular momentum. The total angular momentum of the neutron-target nucleus system is a conserved quantity. In the case of s-wave scattering no orbital contribution is present and the total angular momentum operator $\hat{J}$ is the sum of the spin operator of the probe particle $\hat{S}$ and of the target nucleus $\hat{I}$:

$$\hat{J} = \hat{S} + \hat{I}. \quad (2.132)$$

The neutron spin is $S = 1/2$ and the total spin quantum numbers are:

$$J^+ = I + 1/2 \quad (2.133)$$

$$J^- = I - 1/2.$$

The neutron scattering length of an isotope depends on the total spin state of the neutron-nucleus system. Therefore the nuclear scattering length of an isotope with nuclear spin $I$ assumes the values $b^+$ and $b^-$ corresponding to the total spin quantum numbers $J^+$ and $J^-$, respectively. Each $\hat{J}$ eigenstate shows a degeneracy $n_J = 2J + 1$.

Hence the probability of each total spin state is:

$$p^+ = \frac{n^+}{n^+ + n^-} \quad (2.134)$$

$$p^- = \frac{n^-}{n^+ + n^-}.$$

The statistical mean values of the scattering length are:

$$\bar{b} = p^+ b^+ + p^- b^- \quad (2.135)$$

$$\bar{b}^2 = p^+ (b^+)^2 + p^- (b^-)^2.$$

### 2.4.4 Neutron scattering from protons and deuterons

In this paragraph the general formalism developed in the previous sections is applied to the case of neutron scattering from protons and deuterons. The values of the coherent

\[5\text{In quantum mechanical terms, when the potential is isotropic the Hamiltonian of the system commutes with the angular momentum operators. Hence a common set of energy and angular momentum eigenstates exists.}\]

\[6\text{s-wave scattering appears to be the relevant term in partial waves expansion approach.} \]
and incoherent scattering cross sections are derived for the system composed of the single isotope $^1\text{H}$ and for that composed of $^2\text{H}$.

**Neutron scattering from protons**  Both neutrons and protons are characterized by spin quantum number $1/2$. A basis of the 4-dimensional Hilbert space of the combined neutron - proton spin system is given by:

\[
\begin{align*}
|\uparrow\uparrow\rangle &= |\uparrow\rangle_n \otimes |\uparrow\rangle_p \\
|\downarrow\uparrow\rangle &= |\downarrow\rangle_n \otimes |\uparrow\rangle_p \\
|\uparrow\downarrow\rangle &= |\uparrow\rangle_n \otimes |\downarrow\rangle_p \\
|\downarrow\downarrow\rangle &= |\downarrow\rangle_n \otimes |\downarrow\rangle_p
\end{align*}
\]

where the indexes $n$ and $p$ refer to the neutron and the proton respectively. The total spin operator $\hat{J}$ is not diagonal in this basis. The total spin quantum number assumes the following values:

\[
\begin{align*}
J^+ &= I + 1/2 = 1 \\
J^- &= I - 1/2 = 0
\end{align*}
\]

yielding two eigenvalues of $\hat{J}^2$:

\[
\begin{align*}
\hbar^2 J^+ (J^+ + 1) \\
\hbar^2 J^- (J^- + 1)
\end{align*}
\]

Each eigenvalue corresponds to a subspace of dimension $2J+1$ spanned by the eigenvectors $|J, M_J\rangle$:

\[
\begin{align*}
J = 1 & & |1, 1\rangle = |\uparrow\uparrow\rangle \\
& & |1, 0\rangle = \frac{1}{\sqrt{2}}(|\downarrow\uparrow\rangle + |\uparrow\downarrow\rangle) \\
& & |1, -1\rangle = |\downarrow\downarrow\rangle \\
J = 0 & & |0, 0\rangle = \frac{1}{\sqrt{2}}(|\downarrow\uparrow\rangle - |\uparrow\downarrow\rangle)
\end{align*}
\]
with:

\[ \hat{J}^2 |J, M_J\rangle = \hbar^2 J(J+1) |J, M_J\rangle \tag{2.141} \]

\[ \hat{J}_z |J, M_J\rangle = \hbar M_J |J, M_J\rangle . \]

Neutron scattering lengths depend on \( J \) and the experimental values in the case of protons are:

\[ J^+ = 1 \quad b^+(^1_1H) = +10.4 \text{ fm} \quad p^+ = \frac{3}{4} \tag{2.142} \]

\[ J^- = 0 \quad b^-(^1_1H) = -47.4 \text{ fm} \quad p^- = \frac{1}{4}. \]

This yields:

\[ \tilde{b}(^1_1H) = -3.8 \text{ fm}. \tag{2.143} \]

The neutron scattering length of the proton has a negative value. The corresponding neutron scattering cross sections are:

\[ \sigma_\text{coherent}(^1_1H) = 4\pi b^2 = 1.8 \text{ barn} \tag{2.144} \]

\[ \sigma_\text{incoherent}(^1_1H) = 4\pi (b^2 - \tilde{b}^2) = 79.8 \text{ barn}. \]

The value of the incoherent scattering cross section of protons greatly exceeds that of the coherent cross section.

**Neutron scattering from deuterons**  Deuterons have nuclear spin quantum number is \( I = 1 \) and the total spin quantum number for the combined system takes the values:

\[ J^+ = I + 1/2 = 3/2 \tag{2.145} \]

\[ J^- = I - 1/2 = 1/2. \]

The experimental values of the neutron scattering length of the deuteron are:

\[ J^+ = 3/2 \quad b^+(^2_1H) = +9.5 \text{ fm} \quad p^+ = \frac{4}{6} \tag{2.146} \]

\[ J^- = 1/2 \quad b^-(^2_1H) = +1.0 \text{ fm} \quad p^- = \frac{2}{6}. \]
This yields:

$$\bar{b}(^2_1H) = +6.7 \text{ fm.} \quad (2.147)$$

The neutron scattering length of the deuteron has a positive value. The corresponding neutron scattering cross sections are:

$$\sigma_{\text{coherent}}(^2_1H) = 4\pi \bar{b}^2 = 5.6 \text{ barn} \quad (2.148)$$

$$\sigma_{\text{incoherent}}(^2_1H) = 4\pi(\bar{b}^2 - \bar{b}_n^2) = 2.0 \text{ barn.}$$

The incoherent scattering cross section of deuterons is significantly smaller than the coherent cross section.

The values of scattering lengths and cross sections presented in this paragraph explain why partial or total deuteration is required in neutron macromolecular crystallography. This aspect of neutron diffraction was anticipated in Section 1.4.

Protein crystals are composed of about 50% hydrogen atoms. Equation 2.143 shows that protons have a negative value of the scattering length. For this reason protons appear as negative density in neutron scattering density maps, in contrast to most isotopes in protein crystals that appear as positive density peaks. This leads to neutron density cancellation around neighboring atoms in -CH$_2$ and -CH$_3$ groups at resolutions greater than 2 Å, hampering the accurate interpretation of neutron maps [18].

The diffraction signal is produced by elastic coherent scattering as shown in Section 2.6. Protons exhibit a large incoherent scattering cross section as reported in Equation 2.144 that does not contribute to the diffracted intensity. This gives rise to a large and significant background in the crystallography experiment [18].

By contrast, deuterons have a positive neutron scattering length as shown in Equation 2.147. This value is similar to the scattering lengths of the other atoms found in proteins, namely carbon, oxygen, nitrogen and sulphur (Table 1.1 in Chapter 1). Hence no density cancellation occurs in fully deuterated samples where aliphatic groups are -CD$_2$ and -CD$_3$.

In addition incoherent scattering from deuterons is much smaller than that from protons as results by comparing the values of the incoherent scattering cross section. Partial
or total deuteration of protein crystals in neutron macromolecular crystallography is required to limit the incoherent background signal in diffraction data acquisition.

2.5 The relationship between scattering cross sections and correlation functions

The present section describes the relationship between the double differential scattering cross section and the correlation function of the number density operator providing some insight into the physics of coherent and incoherent scattering phenomena.

2.5.1 Formulation of the scattering function in terms of quantum statistical average

The expression of the scattering function 2.117 here rewritten for convenience:

\[ S(\vec{Q}, \omega) = \frac{1}{2\pi \hbar} \sum_{\lambda_i} p(\lambda_i) \sum_{j,j'} b_j \bar{b}_{j'} \int dt \langle \lambda_i | e^{-i\vec{Q} \cdot \vec{R}_{j'}(t)} e^{i\vec{Q} \cdot \vec{R}_j(t)} | \lambda_i \rangle e^{-i\omega t} \]  

(2.149)

can be reformulated by using the following definition of quantum statistical average:

\[ \langle e^{-i\vec{Q} \cdot \vec{R}_{j'}(t)} e^{i\vec{Q} \cdot \vec{R}_j(t)} \rangle = \sum_{\lambda_i} p(\lambda_i) \langle \lambda_i | e^{-i\vec{Q} \cdot \vec{R}_{j'}(t)} e^{i\vec{Q} \cdot \vec{R}_j(t)} | \lambda_i \rangle \]  

(2.150)

where \( |\lambda_i\rangle \) represents a complete basis for the target states. Equation 2.149 is written as:

\[ S(\vec{Q}, \omega) = \sum_{j,j'} b_j b_{j'}^* S_{j,j'}(\vec{Q}, \omega) \]  

(2.151)

with:

\[ S_{j,j'}(\vec{Q}, \omega) = \frac{1}{2\pi \hbar} \int dt \langle e^{-i\vec{Q} \cdot \vec{R}_{j'}(t)} e^{i\vec{Q} \cdot \vec{R}_j(t)} \rangle e^{-i\omega t}. \]  

(2.152)

Equation 2.151 highlights the fact that the scattering function can be expressed as a double sum where the indexes \( j \) and \( j' \) run over the individual scatterers.

Individual scatterers can be classified according to their type or class \( \kappa \). This can for instance denote the chemical element. The sum over individual scatterers \( j \) can be
formulated according to:
\[ \sum_j = \sum_{\kappa} \sum_{j \in \{j_\kappa\}} \]  \hspace{1cm} (2.153)

where the sum is performed over the different classes $\kappa$ and for each class $\kappa$ a second sum is carried out over the individual scatterers $j_\kappa$ belonging to that class. By introducing this notation Equation 2.151 yields:

\[ S(\vec{Q}, \omega) = \sum_{\kappa, \kappa'} b_\kappa b_{\kappa'}^* S_{\kappa, \kappa'}(\vec{Q}, \omega) \]  \hspace{1cm} (2.154)

with:
\[ S_{\kappa, \kappa'}(\vec{Q}, \omega) = \frac{1}{2\pi \hbar} \sum_{j \in \{j_\kappa\}, j' \in \{j_\kappa'\}} \int dt \langle e^{-i\vec{Q} \cdot \vec{R}_j(t)} e^{i\vec{Q} \cdot \vec{R}_{j'}(t)} \rangle e^{-i\omega t}. \]  \hspace{1cm} (2.155)

This quantity is known as the partial scattering function. In an analogous fashion the partial self scattering function is defined according to:

\[ S_{\kappa}^{\text{self}}(\vec{Q}, \omega) = \frac{1}{2\pi \hbar} \sum_{j \in \{j_\kappa\}} \int dt \langle e^{-i\vec{Q} \cdot \vec{R}_j(t)} e^{i\vec{Q} \cdot \vec{R}_j(t)} \rangle e^{-i\omega t}. \]  \hspace{1cm} (2.156)

### 2.5.2 The correlation function of the number density operator

The probability density of a particle in the quantum state $|\lambda\rangle$ of being at position $\vec{R}$ at time $t$ is:

\[ \psi^\dagger_\lambda(\vec{R}(t)) \psi_\lambda(\vec{R}(t)) = \int d\vec{r} \delta(\vec{r} - \vec{R}(t)) \psi^\dagger_\lambda(\vec{r}) \psi_\lambda(\vec{r}) = \langle \lambda | \hat{\rho}(\vec{r}, t) | \lambda \rangle \]  \hspace{1cm} (2.157)

where the number density operator is defined as:

\[ \hat{\rho}(\vec{r}, t) = \delta(\vec{r} - \vec{R}(t)). \]  \hspace{1cm} (2.158)

In the case of a system composed of several particles this expression takes the form:

\[ \hat{\rho}_\kappa(\vec{r}, t) = \sum_{j \in \{j_\kappa\}} \delta(\vec{r} - \vec{R}_j(t)). \]  \hspace{1cm} (2.159)

The eigenvalues of this operator provide the probability density of presence of a scatterer of class $\kappa$ at position $\vec{r}$. 47
The correlation function of the number density operator is defined as:

\[ G_{\kappa,\kappa'}(\vec{r},t) = \int d\vec{r}' \langle \hat{\rho}_\kappa(\vec{r}' - \vec{r})\hat{\rho}_{\kappa'}(\vec{r}',t) \rangle \] (2.160)

\[ = \sum_{j \in \{j_\kappa\}} \sum_{j' \in \{j_{\kappa'}\}} \int d\vec{r}' \left\langle \delta(\vec{r}' - \vec{r} - \vec{R}_j)\delta(\vec{r}' - \vec{R}_{j'}(t)) \right\rangle \]

where \( \vec{R}_j = \vec{R}_j(t = 0) \). This function relates the probability of finding a scatterer of class \( \kappa \) at time \( t = 0 \) and position \( \vec{r}' - \vec{r} \) to that of finding a scatterer belonging to the class \( \kappa' \) at time \( t \) and position \( \vec{r}' \). Similarly the partial self pair correlation function can be defined as follows:

\[ G_{\kappa,\text{self}}^{\text{self}}(\vec{r},t) = \sum_{j \in \{j_\kappa\}} \int d\vec{r}' \left\langle \delta(\vec{r}' - \vec{r} - \vec{R}_j)\delta(\vec{r}' - \vec{R}_j(t)) \right\rangle \] (2.161)

This function describes the probability of finding a scatterer of class \( \kappa \) at time \( t = 0 \) and position \( \vec{r}' - \vec{r} \) in presence of the same scatterer at time \( t \) and position \( \vec{r}' \). It is worthwhile stressing that the delta functions appearing in equations 2.160 and 2.161 in general do not commute since \( \vec{R}_j \) is a quantum mechanical operator.

### 2.5.3 The relationship between scattering functions and correlation functions

The relationship between the partial scattering function \( S_{\kappa,\kappa'}(\vec{Q},\omega) \) in Equation 2.155 and the correlation function of the number density operator \( G_{\kappa,\kappa'}(\vec{r},t) \) defined in Equation 2.160 is given by:

\[ G_{\kappa,\kappa'}(\vec{r},t) \propto \int d\vec{Q} \int d\omega e^{-i(\vec{Q}\vec{r} - \omega t)} S_{\kappa,\kappa'}(\vec{Q},\omega). \] (2.162)

The correlation function of the number density operator \( G_{\kappa,\kappa'}(\vec{r},t) \) is the double Fourier transform in reciprocal space and energy of the partial scattering function \( S_{\kappa,\kappa'}(\vec{Q},\omega) \). Hence:

\[ S_{\kappa,\kappa'}(\vec{Q},\omega) \propto \int d\vec{r} \int dt e^{i(\vec{Q}\vec{r} - \omega t)} G_{\kappa,\kappa'}(\vec{r},t). \] (2.163)

The partial scattering function \( S_{\kappa,\kappa'}(\vec{Q},\omega) \) is the double Fourier transform in space and time of the correlation function of the number density operator \( G_{\kappa,\kappa'}(\vec{r},t) \).
Equation 2.163 highlights the fact that the scattering experiment provides the Fourier analysis of space and time correlations of the number density operator.

### 2.5.4 Coherent and incoherent scattering cross sections expressed through correlation functions

By using equations 2.116, 2.154, 2.155 and 2.163 the following equation expressing the relationship between the double differential scattering cross section and the correlation function of the number density operator is obtained:

\[
\frac{d^2\sigma}{d\Omega dE_f} \bigg|_{\vec{k}_i \rightarrow \vec{k}_f} \propto \frac{k_f}{k_i} \sum_{\kappa,\kappa'} b_\kappa b^*_\kappa' \int d\vec{r} \int dt \, e^{i(\vec{Q}\vec{r} - \omega t)} G_{\kappa,\kappa'}(\vec{r}, t). \tag{2.164}
\]

In the case of a monoatomic system the coherent and incoherent contributions can be separated:

\[
\frac{d^2\sigma}{d\Omega dE_f} \bigg|_{\vec{k}_i \rightarrow \vec{k}_f} \propto \sigma_{\text{coherent}} \frac{k_f}{k_i} \int d\vec{r} \int dt \, e^{i(\vec{Q}\vec{r} - \omega t)} G(\vec{r}, t) \tag{2.165}
\]

\[
\frac{d^2\sigma}{d\Omega dE_f} \bigg|_{\vec{k}_i \rightarrow \vec{k}_f} \propto \sigma_{\text{incoherent}} \frac{k_f}{k_i} \int d\vec{r} \int dt \, e^{i(\vec{Q}\vec{r} - \omega t)} G_{\text{self}}(\vec{r}, t). \tag{2.166}
\]

These equations shed light on the physical meaning of coherent and incoherent scattering phenomena. They show that while coherent scattering provides information about correlations between scatterers, incoherent scattering yields information about the correlation of a particle with itself.

In neutron crystallography the relevant contribution is the coherent (and elastic) term. This gives rise to the diffraction spots as shown in section 2.6. In this experimental technique incoherent scattering is considered as a nuisance contributing to the background level of the experiment. As pointed out in Section 2.4.4 in neutron macromolecular diffraction experiments it is necessary to keep the incoherent scattering signal to a minimum. This results in the need for sample deuteration and perdeuteration. The production of fully deuterated (perdeuterated) samples requires a significant experimental effort (Appendix B).
2.6 Neutron diffraction

In this section the derivation of the mathematical condition for diffraction is presented. This is equivalent to the equations describing diffraction derived by M. von Laue in 1912 [33]. The general expression of the dynamic structure factor is considered. The position of each individual scatterer at any time is expressed in terms of displacement from the equilibrium position in the harmonic oscillator picture. The Debye-Waller factor is defined and by considering the term corresponding to coherent elastic phenomena in the dynamic structure factor formula the diffraction condition is obtained.

2.6.1 The Debye-Waller factor

The starting point are equations 2.154 and 2.155 here repeated for convenience:

\[
S(Q, \omega) = \sum_{\kappa, \kappa'} b_{\kappa} b_{\kappa'}^{*} S_{\kappa, \kappa'}(Q, \omega) \tag{2.167}
\]

with:

\[
S_{\kappa, \kappa'}(Q, \omega) = \frac{1}{2\pi \hbar} \sum_{j \in \{j_{\kappa}\}, j' \in \{j_{\kappa'}\}} \int dt \langle e^{-iQ \cdot R_{j'} e^{iQ \cdot R_{j}(t)} e^{-i\omega t}} \rangle \tag{2.168}
\]

where \( \tilde{R}_{j'} \) stands for \( \tilde{R}_{j'}(t = 0) \). Assumption is made that the system is harmonic and the individual atomic positions are expressed in terms of displacement \( \tilde{u}_{j}(t) \) from the equilibrium position \( \tilde{R}_{j}^{0}(t) \) according to:

\[
\tilde{u}_{j}(t) = \tilde{R}_{j}(t) - \tilde{R}_{j}^{0}. \tag{2.169}
\]

The quantum statistical average in equation 2.168 can be written:

\[
\langle e^{-iQ \cdot R_{j'} e^{iQ \cdot R_{j}(t)}} \rangle = \langle e^{-iQ \cdot (R_{j}^{0} + \tilde{u}_{j}(t=0))} e^{iQ \cdot (R_{j}^{0} + \tilde{u}_{j}(t))} \rangle = e^{-iQ \cdot (\tilde{R}_{j}^{0} - \tilde{R}_{j})} \langle e^{-iQ \cdot \tilde{u}_{j}(t=0)} e^{iQ \cdot \tilde{u}_{j}(t)} \rangle \tag{2.170}
\]

where the equilibrium positions \( \tilde{R}_{j}^{0} \) can be treated as classical vectors while the atomic displacements \( \tilde{u}_{j'} \) are quantum mechanical operators. In the harmonic approximation it can be shown [27] that the expectation value of the exponential function appearing in
2.170 can be expressed by means of exponential functions of expectation values according to:

\[
\langle e^{-i\vec{Q} \cdot \vec{u}_j'(t=0)} e^{i\vec{Q} \cdot \vec{u}_j(t)} \rangle = e^{-\frac{1}{2}(|\vec{Q} \cdot \vec{u}_j'|^2)} e^{-\frac{1}{2}(|\vec{Q} \cdot \vec{u}_j(t)|^2)} e^{\langle [\vec{Q} \cdot \vec{u}_j'] [\vec{Q} \cdot \vec{u}_j(t)] \rangle}.
\]

The Debye-Waller factor is defined as:

\[
e^{-W_j(\vec{Q})} = e^{-\frac{1}{2}(|\vec{Q} \cdot \vec{u}_j'|^2)}.
\]

By using this definition the partial scattering function takes the form:

\[
S_{\kappa,\kappa'}(\vec{Q},\omega) = \frac{1}{2\pi \hbar} \sum_{j \in \{j_\kappa\}, j' \in \{j_{\kappa'}\}} \int dt \ e^{-i\vec{Q} \cdot (\vec{R}_j' - \vec{R}_j)} e^{-i\vec{Q} \cdot \vec{u}_j'(t)} e^{-i\vec{Q} \cdot \vec{u}_j(t)} e^{-W_j'(\vec{Q})} e^{-W_j(\vec{Q})} e^{\langle [\vec{Q} \cdot \vec{u}_j'] [\vec{Q} \cdot \vec{u}_j(t)] \rangle} e^{-i\omega t}
\]

where \(\vec{R}_j'\) stands for \(\vec{R}_j'(t = 0)\) and \(\vec{u}_j'\) stands for \(\vec{u}_j'(t = 0)\).

2.6.2 Coherent elastic scattering

The exponential of the expectation value \(\langle [\vec{Q} \cdot \vec{u}_j'] [\vec{Q} \cdot \vec{u}_j(t)] \rangle\) appears in the integrand within the expression of \(S_{\kappa,\kappa'}(\vec{Q},\omega)\). Provided that the exponent assumes small values the exponential function can be expanded in Taylor series about the origin and by considering only the first term of the expansion the exponential equals 1 and is time independent. This term gives rise to elastic scattering:

\[
S_{\kappa,\kappa'}^{\text{elastic}}(\vec{Q},\omega) = \frac{1}{2\pi \hbar} \sum_{j \in \{j_\kappa\}, j' \in \{j_{\kappa'}\}} \int dt \ e^{-i\vec{Q} \cdot (\vec{R}_j' - \vec{R}_j)} e^{-W_j'(\vec{Q})} e^{-W_j(\vec{Q})} \delta(\hbar\omega)
\]

where the integral representation of the Dirac delta has been used. It is worthwhile observing that due to the presence of the Dirac delta term \(\delta(\hbar\omega)\) this expression is non-zero.
only when $\omega = 0$ i.e. there is no energy transfer between probe and target, corresponding to the case of elastic scattering.

In a crystal the real space lattice can be defined by means of a set basis vectors $\vec{a}_1, \vec{a}_2, \vec{a}_3$ by:

$$\vec{l} = l_1 \vec{a}_1 + l_2 \vec{a}_2 + l_3 \vec{a}_3 \quad (2.175)$$

and the atomic equilibrium positions are:

$$\vec{R}_j^0 = \vec{l} + \vec{d} \quad (2.176)$$

where $\vec{d}$ describes the position within the unit cell.

The coherent elastic differential cross section is:

$$\left( \frac{d^2\sigma}{d\Omega dE_f} \right)_{\text{coherent}}$$

$$= S_{\text{coherent}}(\vec{Q}, \omega = 0)$$

$$= \sum_{\kappa, \kappa'} b_\kappa b_{\kappa'}^* S_{\kappa, \kappa'}(\vec{Q}, \omega = 0)$$

$$= \sum_{l,l'} e^{i \vec{Q} \cdot (\vec{l} - \vec{l}')} \sum_{d,d'} b_d b_{d'}^* e^{i \vec{Q} \cdot \vec{d}} e^{-i \vec{Q} \cdot \vec{d}'} e^{-W_{d'}(\vec{Q})} e^{-W_d(\vec{Q})} \delta(h\omega)$$

$$\propto N_{\text{UC}} \sum_{l} e^{i \vec{Q} \cdot \vec{l}} \left| \sum_{d} b_d e^{i \vec{Q} \cdot \vec{d}} e^{-W_d(\vec{Q})} \right|^2 \delta(h\omega)$$

where $N_{\text{UC}}$ is the number of unit cells in the sample and the relation:

$$\sum_{l} e^{i \vec{Q} \cdot (\vec{l} - \vec{l})} = \sum_{l} e^{i \vec{Q} \cdot \vec{l}} \quad (2.178)$$

holds due to the translational invariance of the system.

The nuclear form factor of the unit cell is defined according to:

$$F(\vec{Q}) = \sum_{d} b_d e^{-W_d(\vec{Q})} e^{i \vec{Q} \cdot \vec{d}} \quad (2.179)$$

Any reciprocal lattice vector can be expressed via:

$$\vec{G} = h\vec{b}_1 + k\vec{b}_2 + l\vec{b}_3 \quad (2.180)$$
where the reciprocal lattice basis vectors are:

\[
\begin{align*}
\vec{b}_1 &= 2\pi \frac{\vec{a}_2 \times \vec{a}_3}{\vec{a}_1 \cdot (\vec{a}_2 \times \vec{a}_3)} \\
\vec{b}_2 &= 2\pi \frac{\vec{a}_3 \times \vec{a}_1}{\vec{a}_1 \cdot (\vec{a}_2 \times \vec{a}_3)} \\
\vec{b}_3 &= 2\pi \frac{\vec{a}_1 \times \vec{a}_2}{\vec{a}_1 \cdot (\vec{a}_2 \times \vec{a}_3)}.
\end{align*}
\]

(2.181)

It turns out that:

\[
\vec{l} \cdot \vec{G} = 2\pi n
\]

(2.182)

with \(n\) integer, for any direct lattice vector \(\vec{l}\) and any reciprocal lattice vector \(\vec{G}\).

The sum expressed in Equation 2.178 is equal to zero except when the reciprocal space vector \(\vec{Q}\) corresponds to a reciprocal lattice vector \(\vec{G}\), for which 2.182 holds. It follows that:

\[
\sum_i e^{i\vec{Q} \cdot \vec{l}} \propto \frac{1}{V_{UC}} \sum_{\vec{G}} \delta(\vec{Q} - \vec{G})
\]

(2.183)

where \(V_{UC}\) is the unit cell volume. Equation 2.177 takes the form:

\[
\left( \frac{d^2 \sigma}{d\Omega dE_f} \right)_{\text{elastic\ coherent}} = \frac{N_{UC}}{V_{UC}} \left| F(\vec{Q}) \right|^2 \sum_{\vec{G}} \delta(\vec{Q} - \vec{G}) \delta(h\omega)
\]

(2.184)

where the term \(\delta(\vec{Q} - \vec{G})\) expresses M. von Laue diffraction conditions. This equation is of paramount importance since it highlights the information content of the diffraction experiment. A complementary approach to the diffraction experiment is obtained interpreting the diffracted intensity in terms the squared Fourier transform of the real space scattering density. Such approach is developed in details in reference [34] and [35].

2.7 Concluding remarks

The capability of neutron diffraction to localize deuterium substituted hydrogen atoms allows the determination of protonation states, hydrogen bond networks and orientation of water molecules in macromolecular structures. This capability together with the requirement for partial or full deuteration of samples is explained in terms of neutron scattering lengths and cross sections.
Neutron scattering lengths are an intrinsic property of isotopes and enter the scattering equations via Fermi’s expression of the nuclear potential. Cross sections are obtained for monoatomic systems by expressing the scattering function as the sum of coherent and incoherent contributions. The incoherent term arises as a consequence of the spin dependence of scattering lengths. This contribution is particularly important in the case of protons generating large background in diffraction measurements. The problem can be circumvented by isotope substitution replacing hydrogen for deuterium.

M. von Laue conditions for diffraction are obtained by considering the double differential scattering cross section in the coherent and elastic scenario.
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Part II

Technical aspects in neutron macromolecular crystallography
Chapter 3

The LADI-III diffractometer and the low temperature sample environment

This chapter describes the quasi-Laue neutron macromolecular diffractometer LADI-III at the Institut Laue-Langevin (Grenoble). The general characteristics of the instrument are presented in the first part while the second part describes the low temperature sample environment that was developed at LADI-III as part of the present research project.

3.1 The quasi-Laue neutron diffractometer LADI-III

The neutron diffractometer LADI-III is an instrument devoted to macromolecular crystallography at the high flux neutron source of the Institut Laue-Langevin (ILL). Figure 3.1 is a photograph of the instrument while a technical drawing of the machine is shown in Figure 3.2. This section presents an introduction to the production of neutron beams at the ILL reactor source and describes the main components of the instrument LADI-III. The final part of this section presents a discussion of the specifics of the quasi-Laue
technique adopted at LADI-III.

![LADI-III neutron diffractometer](image)

Figure 3.1: LADI-III neutron diffractometer for macromolecular crystallography at the neutron source of the Institut Laue-Langevin (Grenoble) showing the cylindrical detector.

**Production of neutrons** The Institut Laue-Langevin research reactor produces a steady state thermal neutron flux of $10^{15}$ neutrons cm$^{-2}$ s$^{-1}$ at a distance of 40 cm from the reactor core by $^{235}$U fission in a highly enriched fuel element. Neutrons are D$_2$O moderated. Collisions with the moderator give rise to a Maxwell-Boltzmann distribution of the velocity modulus of neutrons with mean velocity depending on the moderator temperature. A cold source constituted of boiling D$_2$ at the temperature of 25 K is installed close to the reactor core. Collisions with the fluid in the cold source produce neutrons with wavelengths above approximately 3 Å.

**Transport of neutrons** Neutron transport is based on the phenomenon of total external reflection. A neutron guide is a hollow tube, commonly made of nickel. As for electromagnetic radiation, the refractive index $n$ of neutrons in a medium is defined as the ratio $k/k_0$ where $k$ and $k_0$ are the propagation vectors in the medium and in vacuum.
respectively. Unlike electromagnetic radiation, the refractive index of neutrons in most materials is smaller than 1. This gives rise to the phenomenon of total external reflection at the vacuum/medium interface when the angle between the wavevector of incident neutrons and the interface surface is smaller than a critical angle $\theta_c$. The critical angle depends on the medium and on the neutron wavelength and amounts to $\theta_c/\lambda = 0.1^\circ/\text{Å}$ in the case of nickel. A nickel guide therefore tolerates a beam divergence of $\pm 0.1^\circ/\text{Å}$.

Guides accepting larger divergence can be produced by using alternating layers of nickel and titanium. Nickel and titanium present a large contrast of refractive indexes and nickel/titanium multilayers show an artificial periodicity in the refractive index. Layer thickness is set so to give rise to a Bragg peak at $\theta > \theta_c$ therefore extending the angular range of reflectivity of the device above the natural critical angle of nickel. Further extension of the angular range is achieved by producing nickel/titanium multilayers with layers of variable thickness.

The diffractometer LADI-III is located at the end of the cold neutrons guide H143. This guide is characterized by a critical angle of $0.1^\circ/\text{Å}$, corresponding to a beam divergence of $\pm 0.35^\circ$ for 3.5 Å neutrons. The H143 guide is composed of a straight section close to the reactor core and a curved section close to the instrument. The latter has a curvature radius of 2000 m and is used to reduce the number of $\gamma$ photons and fast neutrons that impinge on the detector coming from the reactor core. Since the critical angle is directly proportional to the neutron wavelength, most fast neutrons are not guided through the curved guide and do not reach the experimental set-up.

**The wavelength broad band filter** The peculiarity of the macromolecular neutron diffractometer LADI-III is that a quasi-Laue configuration is used. Quasi-Laue techniques are diffraction data collection methods that involve the use of a polychromatic beam produced by selecting a wavelength range from the spectral distribution of the source. This method presents advantages with respect to monochromatic data collection and with respect to Laue techniques which make use of the full spectral distribution of the source. The last part of this section presents a discussion of the characteristics of quasi-Laue
At the LADI-III beamline a quasi-Laue neutron beam is produced by means of a nickel/titanium multilayer filter. The multilayer reflector is composed of 40 silicon crystal mirrors, each with 748 sets of alternating nickel and titanium layers with variable thickness between 74 Å and 90 Å [1]. According to [2] the wavelength range selected by such device depends on the beam divergence and layers with variable thickness are used to increase the acceptance angle of the filter.

The neutron beam propagates in evacuated tubes towards the sample position and the beam diameter is progressively reduced by using neutron absorber screens with circular apertures of progressively smaller diameter. Lithium (\(^{6}\)Li) fluoride is used as a neutron absorber for this purpose. The collimation screen located closer to the sample position is removable allowing the use of different aperture diameters comprised between 0.5 and 2.9 mm. It is advantageous to match the beam diameter with the sample size. This allows to illuminate the whole sample volume while keeping the background levels on the detector.
to a minimum.

The wavelength range at the sample position is characterized by $\Delta \lambda / \lambda \sim 25\%$ and the range can be shifted from central wavelength of 3.5 Å to 5.3 Å by varying the angle between the incoming neutrons and the surface of the multilayer filter, which is typically of the order of $1^\circ - 2^\circ$.

The flexibility of the instrument in terms of wavelength range is a characteristic of paramount importance. As explained at the end of this section in case of very large unit cells the use of longer wavelengths is preferable in order to reduce the number of spatially overlapped reflections on the detector. On the other hand in the case of small unit cells and well diffracting crystals the use of shorter wavelengths is more advisable with the purpose of extending the resolution limit of the data collection.

**The neutron image plate detector** The LADI-III diffractometer presents a cylindrical position sensitive detector with radius of 200 mm and height of 450 mm. A Fujifilm neutron image plate is used for neutron detection and is placed in the interior of the cylindrical drum that surrounds the sample. This type of neutron detector has been extensively characterized and described [3]. The basic principle of operation is summarized hereafter.

The neutron image plate consists of a phosphor layer with thickness of the order of $10^2 \mu\text{m}$ containing a neutron converter, a storage phosphor and an organic binder, coated on a polymer film. Upon neutron exposure the neutron converter gadolinium in the form of Gd$_2$O$_3$ releases secondary radiation. Conversion electrons in the energy range between 30 and 200 keV and $\gamma$ photons are released. Although the storage phosphor is sensitive to both electrons and $\gamma$ rays, conversion electrons have the dominant effect in these circumstances. Secondary electrons are adsorbed in the storage phosphor composed of BaFBr doped with europium ions Eu$^{2+}$. Subsequently to secondary radiation absorption, electron-hole pairs are generated. Electrons are trapped in halide vacancies forming $F$-centers or colour centers. Holes are stored in proximity of the dopant ion. $F$-centers accumulate during neutron exposure with an average number of 640 $F$-centers generated per incident neutron.

After neutron exposure the plate is read by using a helium/neon laser with wavelength
of 632.8 nm. The laser system employed at LADI-III operates with power set at 70 mW. The plate is scanned in phonographic mode by translating the read-head vertically while the drum rotates about its axis. The pixel size is user selected at the read-out stage, possible values are $125^2$, $250^2$ or $500^2 \mu m^2$. During photostimulation an $F$-center is excited from the $1s$ ground state to the $2p$ excited state. Electron-hole pairs recombine and the released energy is transferred to the dopant ion which emits energy through its characteristic luminescence at 390 nm accompanying the $5d$ to $4f$ transition. The photostimulated light is collected at the photocathode of a photomultiplier and converted into photoelectrons. The photoelectrons are accelerated through a system of dynodes with applied voltage of 650 V and the amplified current is detected by the data acquisition system.

The position sensitive neutron image plate is characterized by a good spatial resolution of approximately 100 \( \mu m \) [3], the dynamic range extends over five orders of magnitude [4] and the detective quantum efficiency defined as the ratio between the square of the signal-to-noise ratio on output and the square of the signal-to-noise ratio on input is 46 % [5].

**Considerations about the quasi-Laue technique** Quasi-Laue data collection presents advantages with respect to monochromatic techniques and with respect to the use of the full spectral distribution of the source that characterizes Laue methods. The use of a polychromatic neutron beam allows a more rapid survey of reciprocal space compared to the monochromatic scenario since a large number of reflections are simultaneously stimulated over all incident wavelengths.

The quasi-Laue configuration represents a two-fold advantage compared to the employment of the full spectral range of the source. First the number of stimulated reflections is reduced leading to a smaller number of spatially overlapped diffraction spots. Moreover the signal to noise ratio is improved. In fact each reflection is stimulated at a particular wavelength (or by a narrow range of wavelengths) and sits upon an incoherent background signal that accumulates over all wavelengths in the incident beam [6]. Hence the selection of a narrower wavelength range reduces the incoherent background signal on the detector.
Considerations about the use of cold neutrons  The use of long wavelengths \emph{i.e.} cold neutrons instead of thermal ones is advantageous since the observed intensity of Laue reflections is directly proportional to the wavelength squared \[7\]. In addition the density of reflections on the detector is proportional to the unit cell volume \[1\] and to the difference between the inverse cubes of the wavelength limits employed \[8\]. By adopting long wavelengths the number of stimulated reflections decreases together with the number of spatially overlapped spots on the detector.

3.2 The low temperature experimental set-up at LADI-III

Cold neutron exposure does not produce observable radiation damage in biomolecular crystals. Hence neutron diffraction data are routinely collected at ambient temperature unlike X-ray crystallography analyses which are generally performed at cryogenic temperatures to limit photodamage by reducing the reactivity of photogenerated free radicals. Ambient temperature structural determinations allow the study of biomolecules in conditions that are close to physiological ones avoiding the insurgence of cryo-induced artifacts. Nevertheless data collection at cryogenic temperature presents a number of advantages and noteworthy applications.

Reduced thermal motion can lead to increased data quality and increased number of ordered solvent molecules in the protein structure \[9\]. In addition cryogenic temperature experiments allow the study of cryo-trapped reaction intermediates \[10\] (Chapter 9), the investigation of the temperature dependence of structural features in macromolecules (Chapter 12) and more generally the study of species and complexes that are not stable at ambient temperature. Not least, since most X-ray crystallography studies are performed at 100 K, neutron data collected at the same temperature allow direct comparison of structures and the employment of joint refinement procedures (Chapter 5). The possibility of carrying out diffraction experiments in cryogenic conditions in addition to routine ambient

\footnote{The moduli of reciprocal lattice basis vectors are inversely proportional to the direct lattice ones. Hence in the case of large unit cell biomolecular crystals reciprocal lattice points are tightly spaced.}
temperature studies therefore represents a major improvement of a neutron macromolecular diffractometer.

As part of the present research project a low temperature sample environment was developed at the instrument LADI-III by customization of the commercial Cobra - Non Liquid Nitrogen Open Flow System (Oxford Cryosystems) and in particular of the beamline sample holder with S. Martinez (Institut Laue-Langevin).

In the past low temperature studies were carried out at LADI-I (the previous version of the LADI-III diffractometer) by using a liquid helium closed-cycle cryorefrigerator at the temperature of 15 K [11]. The 15 K neutron structures of lysozyme [12], [13], concanavalin A [14] and rubredoxin [15] were determined. Protein crystals were cryo-cooled by means of a two-step procedure. First the cryo-protected specimen was flash-cooled at 77 K by rapid immersion in liquid nitrogen. In the second step it was transferred to the cold head of the cryorefrigerator with temperature at the sample position of 15 K.

It was extremely challenging to successfully transfer the delicate samples by using the 15 K displex set-up and a wider use of low temperature data collection protocols necessitated the installation of a new low temperature apparatus allowing a safer sample transfer to the designated position. A user-friendly low temperature set up was adapted to the LADI-III beamline, installed, tested and used in data collection as part of the present project.

A Cobra - Non Liquid Nitrogen Open Flow System from Oxford Cryosystems was employed. The instrument is capable of cooling samples to 80 K in an open stream of dry nitrogen and heating them up to 400 K. Figure 3.3 presents a scheme of the instrument. A nitrogen generator purifies nitrogen from air producing a nitrogen stream at ambient temperature with purity above 97%. Cooling is achieved by cyclically compressing and expanding helium in a closed cycle cooler. A water-cooled helium compressor compresses the gas that is then expanded in the refrigerator. The nitrogen gas is cooled by passing it through heat exchangers. Helium expansion subtracts heat from the nitrogen gas. The latter is delivered at the sample position by the instrument coldhead shown in Figure 3.4. Expanded helium is returned to the compressor and recycled.
Figure 3.3: Layout of the Cobra Non Liquid Nitrogen Open Flow System (Oxford Cryosystem) installed on the LADI-III instrument. Colour code: blue, nitrogen to be cooled; green, nitrogen at 298 K, magenta, helium; violet, cooling water; orange, signal interface cables; black, power supply.

Installation of the commercial version of the Cobra cryosystem required adaptation of the sample holder of the LADI-III instrument. A new sample holder was produced by S. Martinez as shown in Figure 3.4 and 3.5. A small motor was mounted below the goniometer head to drive the sample rotation about the spindle axis. A standard goniometer head (Huber, model 1005) was used, compatible with standard X-ray crystallography sample mounts. It is possible to cryo-cool the sample in situ by blocking the nitrogen stream while positioning the crystallography pin on the goniometer head. It is also possible to transfer pre-cooled crystals to the instrument. Both methodologies were successfully employed.
Figure 3.4: The customized sample holder for the insertion of the Cobra set-up cryohead in the LADI-III neutron diffractometer. The figure shows the aluminium support, the goniometerhead and a small motor which drives the sample rotation about the spindle axis positioned below the goniometer.

within the present work. Recovery of the crystal after neutron exposure for subsequent X-ray data collection is also possible.

The sample holder is pre-aligned off-line by means of the same alignment set-up used in ambient temperature experiments\(^2\). The sample position is optimized by inspecting the alignment \textit{in situ} with a telescope.

The temperature distribution in the region close to the coldhead was measured to determine the best sample position. It was observed that when the refrigerator temperature is set at 100 K, the temperature at the sample position is below 110 K at distances from the coldhead smaller than 20 mm as shown in Figure 3.6 (right). It was also observed\(^2\) that the off-line set-up is prepared based on the known beam position determined by exposing for one second a strong neutron absorber, usually a B\(_4\)C sample of small size and observing the image produced on the detector.

\(^2\)The off-line set-up is prepared based on the known beam position determined by exposing for one second a strong neutron absorber, usually a B\(_4\)C sample of small size and observing the image produced on the detector.
Figure 3.5: Technical drawing showing a section of the LADI-III diffractometer. The sample holder was adapted to allow the insertion of the Cobra set-up coldhead.

![Technical drawing showing a section of the LADI-III diffractometer.](image)

Figure 3.6: Left: temperature as a function of lateral displacement at a sample positioned 5 mm below the Cobra cryohead. Right: temperature as a function of distance from the Cobra cryohead. In both measurements the refrigerator temperature was set to 100 K.

that the temperature varies greatly with lateral displacement. Figure 3.6 (left) shows that when the sample is positioned 5 mm below the coldhead, the maximum lateral displacement that it can undergo without considerable increase of the temperature amounts to a few millimeters.
3.3 Concluding remarks

Compared to synchrotron X-ray fluxes, neutron fluxes available at sources worldwide are smaller by many orders of magnitude. This lead to the requirement for protein crystals with large volume of several mm$^3$ in early days neutron crystallography experiments. The growth of large protein crystals has traditionally been a bottleneck in neutron macro-molecular crystallography limiting the range of applicability of this technique.

Recent advances in neutron instrumentation and detectors, in sample preparation with the production of fully deuterated macromolecules and in structural refinement software with the development of X-ray and neutron joint refinement procedures, have broadened the range of biological problems that can be tackled by neutron macromolecular diffraction.

The quasi-Laue diffractometer LADI-III at the Institut Laue-Langevin provides a high neutron flux at the sample position of $10^8$ neutrons cm$^{-2}$ s$^{-1}$ and is equipped with a large position sensitive detector allowing the structural characterization of challenging samples with large unit cells up to 150 Å on cell edge or small crystal volumes of 0.2 mm$^3$ in the case of partially deuterated samples and 0.05 mm$^3$ in the case of fully deuterated samples.

The Cobra - Non Liquid Nitrogen Open Flow System low-temperature set-up allows structural analyses at 100 K with a user-friendly sample mounting stage broadening the range of application of the technique and in particular allowing the cryo-trapping of reaction intermediates.
Chapter 4

Quasi-Laue neutron data processing

The present chapter provides a description of the various stages involved in polychromatic neutron diffraction data processing. A concise presentation of quasi-Laue neutron data collection at the macromolecular diffractometer LADI-III is reported followed by the description of the processing steps required in the treatment of polychromatic data namely the determination and refinement of the single crystal orientation, the integration of diffraction spots, the scaling and merging of reflections. This non-exhaustive description focuses on data processing aspects and software features that are particularly relevant in neutron crystallography work presented in Part III.

4.1 Quasi-Laue neutron data collection

The neutron macromolecular diffractometer LADI-III at the Institut Laue-Langevin high flux reactor is an instrument devoted to quasi-Laue neutron data collection on single crystals of biomolecules. The characteristics of this diffractometer are presented in Chapter 3 of the present work. The peculiarity of LADI-III is that a polychromatic neutron beam is used so that a large number of reflections can be recorded simultaneously.

The single crystal is held stationary during neutron exposure. The crystal is rotated
about the spindle axis and an image is collected at each orientation with rotation steps generally of 7°. Knowledge of the symmetry properties of the reciprocal lattice is used to determine the appropriate rotation range about the spindle axis. After exploring such rotation range the crystal is tilted changing the orientation of the crystallographic axes with respect to the spindle axis and rotation is performed about the spindle axis with the purpose of improving the reciprocal space sampling. The tilting procedure can be repeated more than once to maximize reciprocal space coverage.

4.2 Indexing and integration of quasi-Laue neutron diffraction data

Quasi-Laue diffraction images are individually processed by means of the software LAUEGEN [14], [15], [16]. LAUEGEN is used in the initial steps of polychromatic data processing namely data indexing, refinement of orientation parameters and diffraction spots integration.

The Laue Data Module parameters file LAUEGEN works with a set of parameters associated with individual diffraction images. Initial values are read in from a Laue Data Module (LDM) keyworded parameters file [17] which defines the image file to be processed and the values of the associated parameters. The LDM file includes parameters related to the crystal such as the unit cell parameters, the orientation and the resolution limit of diffraction; parameters describing the experimental set-up such as the wavelength range and the crystal to detector distance as well as parameters concerning images and diffraction spots such as pixel size, spot size and distortion parameters.

Indexing of diffraction images LAUEGEN incorporates algorithms for the indexing of Laue diffraction images, namely the determination of the orientation of the sample’s crystallographic axes with respect to the laboratory frame of reference. As derived in Section 2.6.2 diffracted intensity appears as the transferred wavevector associated to the scattered neutron beam equals a reciprocal lattice vector. Therefore each diffraction spot
can be assigned to the set of reciprocal lattice indexes \( h\ k\ l \) characterizing the corresponding reciprocal lattice vector, for which purpose knowledge of the crystal orientation is required. Automatic indexing is based on the method presented in [18] and requires knowledge of unit cell parameters, crystal to detector distance and position of the direct neutron beam. Cell dimensions determined by X-ray diffraction from the same crystal or from an isomorphous crystal are used. The Find Orientation menu in LAUEGEN graphical user interface allows the user to select low index spots directly on the diffraction image to be used by the autoindexing routine. The indexing algorithm implemented in LAUEGEN uses detector coordinates of low index spots provided by the user to calculate the corresponding reciprocal lattice vectors and the angles between them. Angles between reciprocal lattice vectors are matched against a table of angles calculated in advance based on lattice parameters. This allows to assign indexes to the spots being considered and to determine the orientation of the lattice with respect to the laboratory frame.

**Laue pattern simulations**  LAUEGEN calculates the expected spot positions in the polychromatic diffraction pattern based on the values assigned to the relevant LDM parameters i.e. the cell parameters, the crystal to detector distance, the wavelength range, the diffraction limit and the crystal orientation. The predicted pattern can be visualized by using the Laue Simulations menu. This option allows to display different properties of the diffraction spots. For illustration purposes Laue simulations obtained in cytochrome c peroxidase neutron data processing are presented hereafter. Figure 4.1 shows the Laue pattern predicted by assuming a wavelength range between 3 and 4 Å and diffraction extent of 2.2 Å. Figure 4.2 shows the same pattern where only spots flagged as spatially overlapped are displayed. It is worthwhile observing that the majority of the spots are considered as spatially overlapped. The accurate integration of such spots is therefore particularly important. Figure 4.3 highlights multiple spots namely those spots which consist of harmonic overlaps. In addition to colour coded Laue simulations, interactive simulations are available in LAUEGEN which allow to observe the effect of varying the soft limits namely the wavelength range and the diffraction extent as shown in Figure
With regard to this figure, it is worthwhile stressing that the number of spatially overlapped spots increases dramatically with the width of the wavelength range employed in the data collection hindering the use of the white neutron beam. Figure 4.5 highlights multiple reflections, analogous to Figure 4.3, focusing for the sake of illustration on the multiplicity information of the nodal 0 0 -1 resulting from the superposition of 12 harmonic reflections.

Figure 4.1: Laue diffraction pattern simulation from LAUEGEN for cytochrome c peroxidase by assuming neutron wavelengths in the range from 3 to 4 Å and diffraction extent of 2.2 Å. Spots are colour coded by wavelength with red corresponding to 4 Å and blue corresponding to 3 Å. Multiple spots (harmonic overlaps) are colour coded according to their highest wavelength component. The reciprocal space indexes of some spots have been reported for the sake of illustration.

**Orientation refinement** Once the image has been successfully indexed, refinement of the crystal orientation prior to spots integration is of paramount importance for improving the accuracy of integration. Crystal orientation refinement is achieved by using the *Match Spots and Refine* or the *Nodals Search and Refine* options and by carrying out refinement cycles iteratively until the Laue prediction matches the observed diffraction pattern. In the first option the user selects directly on the image pairs of predicted and observed spot positions to be used in orientation refinement. In the second option the user assigns to the nodal spots selection index an integer value comprised between 1 and 12. The
Figure 4.2: Laue diffraction pattern simulation from LAUEGEN for cytochrome c peroxidase by assuming neutron wavelengths in the range from 3 to 4 Å, diffraction extent of 2.2 Å and spot size of 2 mm by 2 mm. Only spots flagged as spatially overlapped are shown. These spots are integrated provided that they are not closer than a user defined value $\epsilon$. Spots are colour coded by wavelength with red corresponding to 4 Å and blue corresponding to 3 Å. Multiple spots (harmonic overlaps) are colour coded according to their highest wavelength component.

program considers those spots whose absolute values of $h k l$ indexes after division by their highest common factor do not exceed the selected nodal index value. Spatially overlapped spots i.e. spots corresponding in general to different indexes and stimulated by different wavelengths which happen to appear close to each other on the detector, are not considered for refinement purposes. The software searches for observed spots in an ellipse surrounding the predicted spot position. Localization of the observed spot position is carried out by considering pixels with an intensity value greater than a set threshold value above the local background. In both orientation refinement options the initial root mean square deviation between predicted and observed spots positions is calculated. Non linear least squares refinement is carried out and the parameters to be refined are user selected. These include the orientation of the crystal, the crystal to detector distance and distortion parameters. Unit cell parameters are normally kept fixed if the values determined by X-ray diffraction from the same crystal are used. The post-refinement value of the root mean square deviation is displayed. Refinement runs can be repeated by increasing the nodal spots selection index so that a larger number of spots is included.
Figure 4.3: Laue diffraction pattern simulation from LAUEGEN for cytochrome c peroxidase by assuming neutron wavelengths in the range from 3 to 4 Å and diffraction extent of 2.2 Å. Spots are colour coded according to their multiplicity i.e. number of harmonic overlaps. Single spots are shown in blue. Multiplicity is equal to 2 for spots in cyan, yellow spots are triple and red spots show multiplicity higher than 3.

until a good agreement between the predicted and the observed pattern is obtained.

**Diffraction spots integration** Spots integration is carried out by profile fitting. For this purpose the image is divided into a maximum of 17 radial bins. The integration procedure involves background plane constants calculation, determination of an elliptical integration profile per bin, profile fitting to determine the integrated intensity of every diffraction spot and evaluation of the standard deviation associated to each integrated intensity. The details of the procedure are reported in [15] and [19]. For each image a corresponding intensities file in MTZ format is produced. This file reports information for each diffraction spots comprising the $h k l$ indexes, the spot coordinates on the detector, the integrated intensity and its associated error as well as the wavelength at with the reflection was stimulated, the image number, information about the spot’s multiplicity and spatial overlap flag.

**Spot overlaps** Laue images present spatially overlapped and harmonic overlapped spots. Spots that are closer than a user determined threshold value $\delta$ are considered as spatially overlapped spots. These spots are integrated provided that they are not closer than the
user defined value $\epsilon$. Harmonic overlaps *i.e.* energy overlapped spots or multiple reflections are those reflections which are stimulated at different wavelengths and correspond to parallel reciprocal lattice vectors, which accumulate on the same point on the detector. Nodal reflections (see definition above) are often multiple reflections and are important in data indexing. Harmonic overlap deconvolution is not performed at the data integration stage. Multiple spots constitute less than 1% of the spots [20], they are integrated without deconvolution and are discarded during the scaling stage.
Figure 4.4: Laue diffraction pattern simulation from LAUEGEN for cytochrome c peroxidase showing the effect of soft limits variations. (A) Wavelength range from 3 to 4 Å and diffraction extent of 2.2 Å. (B) Wavelength range from 3 to 4 Å and diffraction extent of 2.5 Å. (C) Wavelength range from 3.5 to 3.6 Å and diffraction extent of 2.2 Å.
Figure 4.5: Laue diffraction pattern simulation from \textit{LAUEGEN} for cytochrome \textit{c} peroxidase by assuming neutron wavelengths in the range from 3 to 4 Å and diffraction extent of 2.2 Å. Spots are coded according to their multiplicity i.e. number of harmonic overlaps. Doubles are shown in blue and higher multiples are red. For illustration purposes a multiple spot is highlighted. It presents nodal indexes (0 0 -1) and multiplicity of 12 with minimum indexes (0 0 -47) and maximum indexes (0 0 -36).

Figure 4.6: Wavelength normalization curve derived by \textit{LSCALE}. Inverse of the wavelength normalization factor as a function of wavelength.
4.3 Scaling and merging of quasi-Laue neutron crystallography data

The polychromatic data processing software LAUEGEN produces as a result of spots integration an output file containing unscaled and unmerged reflection intensities and the associated error. Since a quasi-Laue neutron beam is used reflection intensities are affected by the wavelength distribution of the incident flux. Hence wavelength normalization is of paramount importance for the accurate determination of intensities. This section describes data scaling and merging steps in quasi-Laue data processing and defines the statistical indicators used in Part III of the present work.

**Wavelength normalization** Scaling of the integrated intensities is performed in order to correct for fluctuations in the integrated intensities due to incident flux variations and in particular to the spectral distribution of the incident neutron beam. Scaling of polychromatic data is achieved by means of the software LSCALE [21]. The wavelength normalization curve is derived using the intensities of symmetry equivalent reflections recorded at different wavelengths. Figure 4.6 presents the wavelength normalization curve namely the inverse of the wavelength scaling factor as a function of wavelength. This curve reflects the spectral distribution of the incident neutron beam.

**Reflections merging and statistical indicators** Scaled reflections are merged by using the software SCALA [22] which outputs an MTZ format file containing scaled and merged reflection intensities and the associated error. SCALA also calculates data collection and processing statistical indicators. Some of these indicators are particularly informative on data quality and are reported in data collection tables in Part III of this work. Data quality indicators include the average ratio between the measured spot intensity and its associated error as well as the completeness of the collected data namely the fraction of reciprocal space sampled given the resolution limits used in data processing. The multiplicity of the collected data is also reported: this is the redundancy with which on average every reflection has been sampled. Finally the $R_{\text{merge}}$ value is calculated by
using the following expression:

\[
R_{\text{merge}} = \frac{\sum_h \sum_j |I_{hj} - \langle I_h \rangle|}{\sum_h \sum_j I_{hj}}
\]

where \( I_{hj} \) is the scaled intensity related to the \( j^{\text{th}} \) observation of reflection \( h \), \( \langle I_h \rangle \) is the mean intensity of reflection \( h \) and sum is performed over all observations \( j \) of reflection \( h \) and over all reflections \( h \). \( R_{\text{merge}} \) indicates the extent of the agreement between measurements of equivalent reflections. Finally scaled and merged intensities are converted into structure factor amplitudes and associated error by means of the program TRUNCATE \[23\] which applies Wilson statistics for the handling of negative intensity observations.

### 4.4 Concluding remarks

Quasi-Laue data processing involves the indexing and integration of polychromatic reflections, the scaling and merging of observed intensities and the conversion of the integrated intensities into structure factors amplitudes.

Indexing, integration and scaling of quasi-Laue data present peculiarities that are specific to polychromatic diffraction experiments and are summarized hereafter.

- Unlike the monochromatic case, polychromatic data indexing requires cell parameters to be provided as an input.

- The use of a polychromatic beam allows the detection of a large number of reflections per image compared to the monochromatic pattern. However the need to deal with spatially overlapped diffraction spots \textit{i.e.} spots corresponding in general to different indexes and stimulated by different wavelengths which happen to appear close to each other on the detector represents the main difficulty related to this method and is a source of inaccuracy in diffraction spots integration.

- Scaling of polychromatic data involves the determination of the wavelength normalization curve that accounts for the spectral distribution of the incident neutron beam.
The processed neutron diffraction data are used together with X-ray diffraction data in structural model refinement as described in Chapter 5.
Chapter 5

X-ray and neutron structural joint refinement

Chapter 4 describes how diffraction images are processed to obtain the set of experimental observations:

\[ h \ k \ l \ F_{\text{obs}} \ \sigma(F_{\text{obs}}) \]

where \( F_{\text{obs}} \) denotes the experimental value of the structure factor amplitude of reflection \( hkl \) and \( \sigma(F_{\text{obs}}) \) is its associated error.

Assumption is made that the model of a structure similar to that being studied is available. In these circumstances observed structure factor amplitudes are phased by molecular replacement methods which consist of positioning the structural model in the unit cell by rotation and translation searches with the purpose of matching model and experimental Patterson functions \( i.e. \) the Fourier transform in real space of reciprocal space intensity. Structure factor phases calculated from the correctly positioned model are assigned to the experimental amplitudes and enter the Fourier transform algorithms for the computation of scattering density maps in real space. The determination of the protein structure of interest is achieved by refining the existing structural model against the experimental data in an iterative fashion.

Cytochrome \( c \) peroxidase structural refinement involves the use of one of the vari-
ous models available in the Protein Data Bank (www.rcsb.org) as a starting structural model. Phasing by molecular replacement is carried out through a rigid body refinement run in the macromolecular refinement routine `phenix.refine` of the software PHENIX [34]. The model of the structure is determined by X-ray and neutron joint refinement which consists of refining model parameters against neutron and X-ray experimental data sets simultaneously.

This chapter introduces some generalities concerning macromolecular structural refinement focusing on the aspects which are of particular relevance in the crystallographic studies presented in Part III of this work. The details of the protocol for X-ray and neutron joint structural refinement employed within this research project are also described.

### 5.1 Generalities on macromolecular structural refinement

Macromolecular structural refinement is obtained by refining model parameters against experimental data. Model parameters include for each atom in the structure real space coordinates \( x, y, z \), occupancy \( n \in [0, 1] \) and \( B \)-factor \( B = 8\pi^2 \langle u^2 \rangle \) where \( \langle u^2 \rangle \) is the mean of the atomic displacement squared and accounts for the effects of temperature and static disorder [1]. An accurate model of the molecular structure is generally obtained by cycling global restrained reciprocal space refinement and local real space model corrections.

Restrained reciprocal space refinement consists of modifying real space parameters of the structural model with the purpose of optimizing the agreement between observed and calculated structure factor amplitudes. The totality of the sampled reciprocal space is considered simultaneously and geometrical restraints are introduced to assure reasonable stereochemistry of the polypeptide. Real space model corrections consist of producing local modifications in the model in real space to match electron and neutron scattering density maps computed by using experimental data, by means of graphics software such as COOT [25].

---

1 With reference to Chapter 2 the Debye-Waller factor in Equation 2.179 corresponds to \( \exp \left( -B \frac{\sin^2 \theta}{\lambda^2} \right) \).
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The following paragraphs present a description of the underlying ideas in maximum likelihood structural refinement, provide definitions of the statistical indicators that are used to monitor refinement progress and report information on the computation of electron and neutron scattering density maps.

**Maximum likelihood structural refinement** Structural refinement of cytochrome c peroxidase presented in Part III of this work was carried out by using the program *phenix.refine* of the software suite *PHENIX* [24]. This program makes use of maximum likelihood algorithms to perform global reciprocal space restrained refinement.

Maximum likelihood methods are based on Bayes theorem [26] and their employment in crystallography is treated in [27] and reviewed in [28]. In crystallography Bayes theorem establishes the proportionality between the model likelihood function i.e. the posterior probability of the model given the observed set of experimental data, and the product between the prior probability of the model and the data likelihood function. Data likelihood is the conditional probability of observing the set of data in the assumption that a given model is valid. In structural refinement the observed structure factor amplitudes represent the experimental data while the parameterized model of the molecular structure allows computation of model structure factor amplitudes and phases.

The purpose in maximum likelihood based refinement methods is the determination of the set of model parameters that corresponds to the minimum of the function:

$$ - \log[p(\{F^{\text{calc}}\}; \{F^{\text{obs}}\})] $$

where \( \{F^{\text{calc}}\} \) is the set of model structure factor amplitudes and \( \{F^{\text{obs}}\} \) is the set of experimental amplitudes. The notation \( p(\ ;\ ) \) refers to a conditional probability. By assuming independence of reflection amplitudes and independence of stereochemical restraints this corresponds to minimization of:

$$ - \sum_{\vec{h}} \log[p(F^{\text{obs}}_{\vec{h}}; F^{\text{calc}}_{\vec{h}})] - \sum_r \log[p(b_r^{\text{model}}; b_r^{\text{target}})] $$

(5.1)

where the first term is the data likelihood function and the sum runs over sampled reflections \( \vec{h} \). The second term is the prior probability of the model. It represents prior
stereochemical knowledge in terms of the sum over geometrical restraints \( r \) of the logarithm of the probability of the value \( b_r^\text{model} \) assumed by the stereochemical parameter \( b_r \) in the considered structural model given its ideal value \( b_r^\text{target} \).

**Data likelihood function**  The derivation of an explicit expression for the first term of Equation 5.1 is sketched in the following. Amplitude and phase errors in the contribution of individual atoms to the unit cell structure factor are considered. This results via the central limit theorem in a two-dimensional Gaussian distribution of complex \( F_{\text{obs}}^{\text{calc}} \):

\[
p(F_{\text{obs}}^{\text{calc}}; F_{\text{calc}}^{\text{calc}}) = \frac{1}{\pi\sigma^2_\Delta} \exp \left( -\frac{(F_{\text{obs}}^{\text{calc}} - DF_{\text{calc}}^{\text{calc}})^2}{\sigma^2_\Delta} \right)
\]

where complex terms are in bold. The Luzzati factor \( D \) [29] is a measure of coordinate error \( \Delta \vec{x} \) in the model according to:

\[
D = \langle \cos (2\pi \vec{h} \cdot \Delta \vec{x}) \rangle.
\]

The distribution 5.2 is characterized by a standard deviation \( \sigma_\Delta \) that includes the effects of both model incompleteness and model errors.

Upon marginalization of the phase the conditional distribution of observed amplitudes \( p(F_{\text{obs}}^{\text{obs}}; F_{\text{calc}}^{\text{calc}}) \) is obtained. This non-Gaussian distribution is known as the Rice distribution. Normalized structure factor amplitudes \( E \) are generally used and the following expression for the probabilities entering the first term of Equation 5.1 is obtained [30]:

\[
p(E_{\text{obs}}^{\text{obs}}; E_{\text{calc}}^{\text{calc}}) = \frac{2E_{\text{obs}}^{\text{obs}}}{1 - \sigma^2_\Lambda + \sigma^2_E} \exp \left( -\frac{E_{\text{obs}}^{\text{obs}}^2 + \sigma^2_\Lambda E_{\text{calc}}^{\text{calc}}^2}{1 - \sigma^2_\Lambda + \sigma^2_E} \right) I_0 \left( \frac{2E_{\text{obs}}^{\text{obs}} \sigma_\Lambda E_{\text{calc}}^{\text{calc}}}{1 - \sigma^2_\Lambda + \sigma^2_E} \right)
\]

where the variance has been inflated by considering the error \( \sigma^2_E \) associated with the experimental normalized structure factor and \( I_0 \) is the hyperbolic Bessel function of order 0. The distribution 5.4 is described by a single parameter \( \sigma^2_\Lambda = 1 - \sigma^2_\Delta \). The parameter \( \sigma_\Lambda \) includes the effects of model incompleteness and coordinate errors in the model.

\( \sigma_\Lambda \) can be evaluated as a function of resolution by the methods described in [31] and can be in turn used to evaluate the Sim weight \( m \) [32] and the Luzzati factor \( D \). The Sim weight accounts for phase errors \( \Delta \phi \) in the model:

\[
m = \langle \cos(\Delta \phi) \rangle
\]
while the Luzzati factor describes model coordinate errors as expressed in Equation 5.3. The parameters \( m \) and \( D \) are of paramount importance for the generation of density maps that minimize model bias as illustrated in the following.

**Prior stereochemical knowledge**  Prior knowledge of the stereochemical properties of structural entities is accounted for by the second term in equation 5.1. This term includes geometrical restraints in the maximum likelihood calculations. In the case the stereochemical parameter \( b_r \) is normally distributed the probabilities entering the second term of equation 5.1 take the form:

\[
p(b_{\text{model}}^{\text{r}}, b_{\text{target}}^{\text{r}}) = \frac{1}{\sqrt{2\pi}\sigma_{b_r}} \exp\left(-\frac{(b_{\text{model}}^{\text{r}} - b_{\text{target}}^{\text{r}})^2}{2\sigma_{b_r}^2}\right)
\]

(5.6)

where \( \sigma_{b_r} \) describes the distribution of the ideal value about its mean \( b_{\text{target}}^{\text{r}} \).

**Electron and neutron scattering density maps**  Electron density and nuclear scattering density are reconstructed via Fourier transformation of the respective complex structure factors (see Equation 2.179). Molecular replacement density maps suffer from severe model bias since model phases are used. Fourier coefficients that minimize model bias were devised based on the consideration of model incompleteness and parameter errors 31. \( \sigma_A \)-weighted density maps are given by:

\[
\rho(x, y, z) = \sum_h \sum_k \sum_l (2mF_{hkl}^{\text{obs}} - DF_{hkl}^{\text{calc}}) e^{i\phi_{hkl}^{\text{calc}}} e^{-2\pi i(hx + ky + lz)}.
\]

(5.7)

Both the Sim weight \( m \) and the Luzzati factor \( D \) are estimated from the parameter \( \sigma_A \) that can be evaluated as a function of resolution by the methods described in 31. Equation 5.7 defines the \( \sigma_A \)-weighted \( 2F_o - F_c \) map. The following relationship has been established 31:

\[
F_{hkl}^{\text{obs}} e^{i\phi_{hkl}^{\text{obs}}} \sim (2mF_{hkl}^{\text{obs}} - DF_{hkl}^{\text{calc}}) e^{i\phi_{hkl}^{\text{calc}}}
\]

(5.8)

showing that the \( \sigma_A \)-weighted \( 2F_o - F_c \) map presents density peaks corresponding to features in the experimental density. The corresponding difference map is:

\[
\rho(x, y, z) = \sum_h \sum_k \sum_l 2(mF_{hkl}^{\text{obs}} - DF_{hkl}^{\text{calc}}) e^{i\phi_{hkl}^{\text{calc}}} e^{-2\pi i(hx + ky +lz)}.
\]

(5.9)
Equation 5.9 defines the $\sigma_A$-weighted $F_o - F_c$ map or difference map. X-ray $\sigma_A$-weighted $F_o - F_c$ maps present positive peaks in correspondence of missing scatterers in the model and negative density corresponding to scatterers in the model that do not appear in the probed structure. In the case of neutron scattering density maps, positive peaks in the difference map correspond either to a missing positive scatterer or to a negative scatterer in the model that is not present in the corresponding probed structure. Negative peaks correspond either to a positive scatterer in the model without counterpart in the probed structure or to a missing negative one, where positive and negative refer to the neutron scattering length of the isotope being considered.

**Maps representations** Electron density and nuclear scattering density maps are represented as surfaces of homogeneous density. Electron or nuclear scattering density are computed at grid points in the three dimensional real space and a mesh connecting points with the same density is produced to represent the iso-density surface. In the case of X-ray maps each contour level corresponds to a set value of the electron density which is normally expressed as the number of electrons in 1 Å$^3$. The contouring level is generally expressed with reference to the standard deviation of the density function $\rho(\vec{r})$:

$$
\sigma_\rho(\vec{r}) = \sqrt{\frac{1}{g} \sum_{i=1}^{g} [\rho(\vec{r}_i) - \langle \rho \rangle]^2}
$$  (5.10)

where the sum is performed over $g$ grid points and $\langle \rho \rangle$ is the average value of the density over the considered volume. A map contoured at $x\sigma$ is a surface of homogeneous electron or nuclear scattering density where the density value is $x$ standard deviations above the mean density level.

**Statistical indicators and cross validation** Refinement progress can be monitored by means of a statistical indicator, the R-value, that measures the discrepancy between the observed and the model structure factor amplitudes. Following the definition of this indicator, an increase in the number of model parameters can lead to an improvement in the R-value even when these parameters are not physically meaningful. To avoid the
risk of model overparameterization a cross validation method was devised which consists of excluding a small percentage of data, the test set, from refinement \[33\]. Two statistical indicators are computed: the linear residual $R_{\text{work}}$ calculated by including reflections employed in refinement \textit{i.e.} the working set, and $R_{\text{free}}$ calculated by considering only reflections from the test set. These statistical indicators are defined as follows:

$$R_{\text{work}} = \frac{\sum_{\mathbf{h} \notin \{\text{test set}\}} |F_{\mathbf{h}}^{\text{obs}} - F_{\mathbf{h}}^{\text{calc}}|}{\sum_{\mathbf{h} \notin \{\text{test set}\}} F_{\mathbf{h}}^{\text{obs}}}$$ \hspace{1cm} (5.11)

and

$$R_{\text{free}} = \frac{\sum_{\mathbf{h} \in \{\text{test set}\}} |F_{\mathbf{h}}^{\text{obs}} - F_{\mathbf{h}}^{\text{calc}}|}{\sum_{\mathbf{h} \in \{\text{test set}\}} F_{\mathbf{h}}^{\text{obs}}}.$$ \hspace{1cm} (5.12)

Overparameterization results in diverging values of $R_{\text{work}}$ and $R_{\text{free}}$ with differences between the two indicators that exceed 10%.

### 5.2 Neutron and X-ray joint structural refinement

The purpose of neutron macromolecular crystallography is the localization of deuterium substituted hydrogen atoms in a protein structure. Hydrogens account for approximately 50% of the atoms in a protein structure. Hence inclusion of hydrogen and deuterium atoms in the structural model increases the number of parameters to be refined by a factor of two. Simultaneous consideration of X-ray and neutron diffraction data is required to improve the data to parameters ratio with respect to model refinement against neutron data only \[35\].

In addition at medium resolution -CH$_2$ and -CH$_3$ groups do not contribute appreciably to scattering factors since carbon and hydrogen scattering lengths have values of opposite sign. Hence X-ray diffraction data are required to correctly position these groups.

For this purpose an X-ray diffraction data set is collected either from the same crystal used in neutron exposure or from a different crystal prepared by adopting the same protocol. Exposure to cold neutrons with energy in the range 8.0 - 4.6 meV and corresponding wavelength between 3.2 and 4.2 Å, does not induce appreciable radiation damage in protein crystals as discussed in Chapter \[1\] allowing the use of the same sample for subsequent
X-ray exposure. Neutron and X-ray diffraction data are processed to obtain for each data set structure factor amplitudes and associated errors. Quasi-Laue neutron diffraction data processing is outlined in Chapter 4 while concise descriptions of both X-ray and neutron data processing protocols adopted in cytochrome c peroxidase structural studies are provided in Part III of the present work.

Structural model refinement against X-ray and neutron diffraction data is carried out by means of the PHENIX software suite (version 1.9) \[34\]. First a structural model is refined by using X-ray data only. Then the refined model enters the joint refinement procedure. Hydrogen and deuterium atoms are included in the model and parameters are refined against X-ray and neutron data. This section describes the protocol employed in the two phases of the structural refinement of cytochrome c peroxidase.

5.2.1 Preparation of the initial structural model

The starting structural model is obtained as follows. A deposited PDB model (http://www.rcsb.org) of the structure of cytochrome c peroxidase is used as the initial model for refinement against X-ray diffraction data only. The utility phenix.refine of the PHENIX suite is employed to refine the model against X-ray data alone. A rigid body refinement run is carried out first. The input files are:

- The model file. This is a PDB format file containing atomic coordinates, occupancies and B-factors. At this stage the model does not include hydrogen and deuterium atoms as well as the heme iron distal ligand and solvent molecules.

- The X-ray data file. This is an MTZ format file containing the processed data. For each reflection \(h k l\) the observed structure factor amplitude and its associated error are reported in columns:

  \[
  h \ k \ l \ F_{\text{obs}} \ \sigma(F_{\text{obs}}).
  \]

If required this file can be edited by the sftools utility of the CCP4i software suite \[36\].
R\textsubscript{free} flags generation is required at this stage. This is done in the Input data tab of \textit{phenix.refine} graphical user interface (GUI) by using the Options menu in the X-ray data section. The Refinement settings tab of the GUI is used to specify the refinement details. In this case 1 cycle of rigid body refinement with \textit{n-gaussian} scattering table is carried out.

The software outputs a refined model PDB file and a data file in the MTZ format (filename\_data.mtz) containing data and R\textsubscript{free} flags:

\[ h \ k \ l \ F_{\text{obs}} \ \sigma(F_{\text{obs}}) \ \text{R}_{\text{free}}\text{flag}. \]

This file will be used as input in following refinement cycles. The software also outputs a map coefficients file in the MTZ format.

The rigid body refined model can now be refined against X-ray data alone in a few runs of atomic coordinates, occupancies and individual isotropic B-factors refinement. 10 cycles of refinement are generally used in each refinement run. Between runs, model modifications such as the inclusion of solvent molecules in the structure are made by means of the modelling software \textit{COOT} \cite{25} and refinement runs are repeated in an iterative fashion. When a satisfying X-ray refined model is obtained the process can be interrupted and the refined model can be used as the starting point for the joint structural refinement.

### 5.2.2 Structural joint refinement

Structural joint refinement is carried out by using the software \textit{phenix.refine} of the PHENIX suite \cite{37}. The input files are:

- The model file. For this purpose, the X-ray refined model file obtained as described above is used.

- The X-ray diffraction data file in MTZ format with columns:

\[ h \ k \ l \ F_{\text{obs}} \ \sigma(F_{\text{obs}}) \ \text{R}_{\text{free}}\text{flag}. \]

- The neutron diffraction data file in MTZ format with columns:

\[ h \ k \ l \ F_{\text{obs}} \ \sigma(F_{\text{obs}}). \]
If neutron diffraction data scaling is performed by *SCALEPACK* [18] the resulting data file in *SCA* format can be converted into *MTZ* format by the *CCP4i* program *scalepack2mtz*.

Before being employed as a joint refinement input in *phenix.refine*, the X-ray refined model is modified as follows:

- Solvent molecules, the heme iron distal ligand and alternative conformations are removed by editing directly the *PDB* file in a text editor.

- Hydrogen and deuterium atoms are included by means of the *ReadySet* routine of the *PHENIX* suite [34]. In the case of a perdeuterated structure the following *ReadySet* options are used:
  
  - *Add hydrogen to model if absent*
  - *Neutron refinement options: all deuterium*

  while in the case of a D$_2$O-soaked crystal:

  - *Add hydrogen to model if absent*
  - *Neutron refinement options: H/D at exchangeable sites and H elsewhere*

  In this case both hydrogen and deuterium are introduced at exchangeable sites, each with occupancy of 0.5.

The structural joint refinement is carried out in *phenix.refine* by feeding in the three input files listed above. The user declares the *Data type* corresponding to each input file and the *Data labels* for X-ray and neutron diffraction data in the *Input data* tab of *phenix.refine* graphical user interface (GUI). *R$_{\text{free}}$* flags for neutron data are generated at this stage by using the *Options* menu in the *Neutron data* section. The software produces *R$_{\text{free}}$* flags so that for each reflection the X-ray data and the neutron data *R$_{\text{free}}$* flags have the same value. Refinement settings and the scattering table are selected in the *Refinement settings* tab of the GUI. The first refinement run consists of 1 cycle of rigid body refinement. The scattering table is *n-gaussian*. 
The software outputs a refined model file in \textit{PDB} format and a data file in \textit{MTZ} format (\texttt{filename\_data.mtz}) containing X-ray and neutron data as well as X-ray and neutron $R_{\text{free}}$ flags:

$$ h \quad k \quad l \quad F_{\text{obs},x} \quad \sigma(F_{\text{obs},x}) \quad R_{\text{free}} \quad F_{\text{obs},n} \quad \sigma(F_{\text{obs},n}) \quad R_{\text{free}} $$

This file is used as input in the following refinement cycles. The software also outputs a map coefficients file in \textit{MTZ} format.

The rigid body refined model is used in refinement against X-ray and neutron data simultaneously through runs of atomic coordinates, occupancies and individual isotropic B-factors refinement. It is worthwhile mentioning that only non-unit occupancy factors are refined unless differently specified. 10 cycles of refinement are generally used in each refinement run. These refinement runs are carried out without generation of new $R_{\text{free}}$ flags. The option \textit{Hydrogen refinement methods: individual} is selected in the \textit{All parameters - Advanced - Hydrogens} menu to enable refinement of hydrogen and deuterium atoms parameters.

Between runs model modifications such as the inclusion of solvent molecules in the structure are made by means of the modelling software \textit{COOT} \cite{11} and refinement runs are repeated in an iterative manner. After inclusion of solvent molecules oxygen atoms in the model by means of \textit{COOT}, the software \textit{ReadySet} is used to generate the corresponding deuterium atoms by using the option \textit{Add deuterium to solvent molecules}. Solvent molecules deuterium atoms are included in the \textit{PDB} file with an occupancy of 0.01. It is appropriate to edit the \textit{PDB} file in a text editor and set such occupancies to 1.00.

Model modifications such as the inclusion of water molecules are carried out in \textit{COOT} based on both neutron and X-ray $\sigma_A$-weighted $F_o - F_c$ maps. Neutron $\sigma_A$-weighted $2F_o - F_c$ and $F_o - F_c$ maps are used to determine the deuteration state of acidic sites and hydrogen bond networks.

The study of the nature \textit{i.e.} the deuteration state of the heme iron axial ligand is carried out based on neutron $\sigma_A$-weighted $2F_o - F_c$ and $F_o - F_c$ maps only. The nature of the heme iron distal ligand is determined by testing all possible ligands namely $D_2O$, $OD^-$, O. The trial ligand is introduced in the model and a five cycles refinement run is
performed. Inspection of the neutron $\sigma_A$-weighted $F_o - F_c$ maps in the different scenarios indicates which ligand modeling is the most adequate to account for the observed scattering density.

5.3 The diffraction precision index

As discussed in Chapter 1, neutron macromolecular crystallography provides direct evidence of amino acid and ligand protonation states unlike X-ray crystallography whereby the protonation state of the heme iron axial ligand is inferred based on the iron - oxygen distance. By using neutron diffraction the nature of the iron ligand is determined based on the neutron scattering density observed in the region as described in Section 5.2. Nevertheless interatomic distances are occasionally reported within the present manuscript as complementary information.

The error associated to a distance is computed based on the approach presented in [38]. The diffraction precision index is the uncertainty in the position of an atom $x$ having a $B$-factor equal to the average $B$-factor of the structure $B_{\text{avg}}$ and it is computed as follows:

$$
\sigma_{x,B_{\text{avg}}} = 0.18 \left(1 + s\right)^{1/2} V_M^{-1/2} C^{-5/6} R_{\text{free}} d_{\text{min}}^{5/2}
$$

(5.13)

where $s$ is the solvent content given by the ratio between the number of refined solvent atoms and the total number of atoms, $V_M$ is Matthew’s volume namely the volume per mass unit in Å$^3$/Da, $C$ represents the completeness (Section 4.3), $R_{\text{free}}$ is the refinement statistical indicator defined in Section 5.1 and $d_{\text{min}}$ is the minimum direct lattice interplanar spacing. The uncertainty on the position of atom $x_i$ showing $B$-factor $B_i$ is:

$$
\sigma_{x_i} = \sigma_{x,B_{\text{avg}}} \left(\frac{B_i}{B_{\text{avg}}^{1/2}}\right).
$$

(5.14)

The error associated to the distance $d_{ij}$ between atoms $x_i$ and $x_j$ is:

$$
\sigma_{d_{ij}} = \left(\sigma_{x_i}^2 + \sigma_{x_j}^2\right)^{1/2}.
$$

(5.15)
5.4 Concluding remarks

Modern software for macromolecular structural refinement makes use of maximum likelihood algorithms overcoming the limitations of traditional least squares methods which are based on the assumption that $p(F_{\text{obs}}, F_{\text{calc}})$ is a normal distribution. Maximum likelihood techniques naturally incorporate prior stereochemical information through the prior probability of the model giving rise to geometrical restraints in refinement. The software `phenix.refine` used in structural refinement within the present work makes use of maximum likelihood methods. Density maps coefficients are also calculated within the maximum likelihood framework [31] with the purpose of minimizing model bias.

The purpose of neutron crystallography experiments in cytochrome $c$ peroxidase is the localization of deuterium substituted hydrogen atoms and in particular in correspondence of the heme iron distal ligand. X-ray and neutron joint structural refinement presents the advantage of increasing the number of experimental observations. This compensates the increase in the number of model parameters that follows the inclusion of hydrogen and deuterium atoms in the structural model and prevents data overfitting. Although X-ray diffraction data provide an important contribution to model refinement, the study of the solvent structure and of the heme iron distal ligand in cytochrome $c$ peroxidase is carried out based on neutron scattering density maps only.
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Part III

Crystallographic and spectroscopic studies of cytochrome c peroxidase
Chapter 6

Cytochrome $c$ peroxidase in the resting state at 298 K

This chapter presents the structural characterization of cytochrome $c$ peroxidase in the resting state at 298 K. The neutron structure of the catalytic site is presented along with the UV-visible spectrophotometry study. The purpose of the work described in this chapter is the determination of structural features such as the protonation state of catalytic residues and the nature of the iron axial ligand in the distal heme pocket in the resting state of the enzyme at 298 K.

The knowledge of the structural details of the active site in the resting state close to physiological temperature is of paramount importance for the clarification of the reaction mechanism of cytochrome $c$ peroxidase in living organisms. The lack of radiation damage induced by exposure of the protein crystal to cold neutrons allows neutron diffraction data collection at 298 K. This provides unique information concerning the resting state of CcP whose structural features are temperature dependent as described in Chapter 7 and 8.

The experimental details of neutron and X-ray diffraction data collection, joint neutron and X-ray structural refinement as well as concise technical information concerning spectrophotometry data acquisition are reported in Section 6.1 of the present chapter. The results of diffraction and spectroscopic experiments are presented in Section 6.2. The
results described in this chapter were published in [1] and the atomic coordinates were deposited in the Protein Data Bank under accession code 4CVI.

6.1 Experimental methods

Neutron diffraction data were collected from a single crystal of D$_2$O-soaked cytochrome $c$ peroxidase in the ferric state at 298 K. X-ray diffraction data were collected from the same crystal at 298 K. As discussed in Section 1.4 exposure to cold neutrons does not induce appreciable radiation damage in protein crystals allowing the use of the same sample for subsequent X-ray data collection. The single crystal employed in the neutron and X-ray diffraction experiments is shown in Figure 6.1.

This section reports the experimental details of neutron and X-ray diffraction data collection, the procedure employed in structural refinement as well as the technical details concerning spectrophotometry data collection in ferric CcP at 298 K.

Figure 6.1: D$_2$O-soaked CcP crystal in the resting state employed in the neutron and X-ray diffraction experiments at 298 K. The crystal’s volume is approximately 1 mm$^3$.

**Neutron data collection** A single crystal of D$_2$O-soaked cytochrome $c$ peroxidase in the resting state with volume of approximately 1 mm$^3$ was used. The crystal was mounted in a quartz capillary, surrounded by a small amount of mother liquor and sealed with wax. The amount of mother liquor surrounding the crystal was kept to a minimum to limit the contribution to scattering and to prevent the crystal from slipping along the capillary wall. A drop of mother liquor was positioned at one end of the capillary tube to maintain
the humidity of the environment. Quasi-Laue neutron diffraction data to 2.4 Å resolution were collected at 298 K on the LADI-III beamline [2] at the Institut Laue-Langevin. As is typical for a Laue experiment, the crystal was held stationary at a different spindle angle setting for each exposure. In total 19 images were collected with an average exposure time of 23.2 hours per image. Figure 6.2 reports one of the images. Three different crystal orientations were adopted. The neutron data were processed using the program LAUEGEN [3] modified to account for the cylindrical geometry of the detector [4]. The software LSCALE [5] was used to determine the wavelength normalization curve using the intensities of symmetry equivalent reflections measured at different wavelengths. No explicit absorption corrections were applied. Data were merged in SCALA [6]. Scaled and merged intensities were converted into structure factor amplitudes and associated error by using the software TRUNCATE [7]. The statistics are shown in Table 6.1 and indicators are defined in Section 4.3.

Figure 6.2: Quasi-Laue diffraction pattern of cytochrome c peroxidase in the resting state at 298 K recorded at LADI-III (Institut Laue-Langevin).

X-ray data collection  X-ray diffraction data were collected at 298 K from the same single crystal used for neutron data collection. Copper Kα radiation characterized by wavelength $\lambda = 1.5418$ Å from a GeniX Cu HF generator was used. A total of 204 images
of 0.5° oscillation and 60 s exposure per image were recorded on a Mar345 detector. Diffraction intensities were indexed and measured using the XDS package \[8\]. Statistics are shown in Table 6.2 and indicators are defined in Section 4.3.

Table 6.1: Neutron data collection statistics for ferric CcP at 298 K. Values in parentheses refer to the highest resolution shell and \( d \) is the direct lattice interplanar distance.

<table>
<thead>
<tr>
<th>Space group</th>
<th>P2(_1)2(_1)2(_1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell dimensions</td>
<td></td>
</tr>
<tr>
<td>a, b, c (Å)</td>
<td>51.7 76.8 107.6</td>
</tr>
</tbody>
</table>

**Data collection**

<table>
<thead>
<tr>
<th>Wavelength (Å)</th>
<th>3.2 - 4.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range of ( d ) spacing (Å)</td>
<td>39.70 - 2.40 (2.53 - 2.40)</td>
</tr>
<tr>
<td>( R )\text{merge}</td>
<td>0.151 (0.194)</td>
</tr>
<tr>
<td>( I/\sigma(I) )</td>
<td>7.6 (4.5)</td>
</tr>
<tr>
<td>Completeness (%)</td>
<td>75.2 (48.0)</td>
</tr>
<tr>
<td>Redundancy</td>
<td>3.8 (2.4)</td>
</tr>
</tbody>
</table>

**Model refinement**  
Structural refinement was performed by using as starting model the X-ray structure of ferric CcP with Protein Data Bank accession code 2YCG. The starting model was modified to remove multiple conformations and solvent molecules. Structural refinement was carried out using the PHENIX software suite \[9\]. First the model was refined by means of the X-ray terms alone, followed by joint X-ray and neutron refinement \[10\]. Hydrogen and deuterium atoms were added with the program ReadySet \[9\]. D\(_2\)O molecules were introduced according to positive peaks above 3\( \sigma \) in the \( F_o - F_c \) nuclear scattering density map and model modifications were made by means of the modelling program COOT \[11\]. The position of the iron coordinated water molecule was determined using the neutron data only. 198 D\(_2\)O molecules were added in total. Final refinement
Table 6.2: X-ray data collection statistics for ferric CcP at 298 K. Values in parentheses refer to the highest resolution shell and $d$ is the direct lattice interplanar distance.

<table>
<thead>
<tr>
<th>Space group</th>
<th>P2$_1$2$_1$2$_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell dimensions</td>
<td></td>
</tr>
<tr>
<td>a, b, c (Å)</td>
<td>51.7 76.8 107.6</td>
</tr>
</tbody>
</table>

**Data collection**

| Wavelength (Å)    | 1.5418           |
| Range of $d$ spacing (Å) | 14.80 - 2.10 (2.15 - 2.10) |
| $R_{merge}$       | 0.061 (0.243)    |
| $I/\sigma(I)$     | 14.6 (4.6)       |
| Completeness (%)  | 94.7 (97.3)      |
| Redundancy        | 3.5 (2.4)        |

statistics are shown in Table 6.3 and indicators are defined in 5.1.

**UV-visible spectrophotometry** Cytochrome $c$ peroxidase in the resting state was characterized by UV-visible spectrophotometry at 298 K both in solution and in a single crystal. Solution spectra were measured by means of a SHIMADZU UV-240IPC recording spectrophotometer. The error associated with the determination of peak positions is of the order of the wavelength step used in the data collection *i.e.* ±1 nm. Single crystal spectra were acquired by using the micro-spectrophotometry set-up described in Appendix D.1. The error associated with peak positions amounts to a few nanometers due to the difficulty in positioning features in a spectrum with significant measurement noise on the vertical axis.
Table 6.3: Neutron and X-ray structural joint refinement statistics for ferric CeP at 298 K. The subscripts n and X refer to neutron and X-ray diffraction data respectively.

<table>
<thead>
<tr>
<th>Joint refinement</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{\text{min},n}$ (Å)</td>
<td>2.4</td>
</tr>
<tr>
<td>$d_{\text{min},X}$ (Å)</td>
<td>2.1</td>
</tr>
<tr>
<td>Number of unique reflections $N_n$</td>
<td>12695</td>
</tr>
<tr>
<td>Number of unique reflections $N_X$</td>
<td>24307</td>
</tr>
<tr>
<td>$R_{\text{work},n}$</td>
<td>0.1759</td>
</tr>
<tr>
<td>$R_{\text{work},X}$</td>
<td>0.1337</td>
</tr>
<tr>
<td>$R_{\text{free},n}$</td>
<td>0.2433</td>
</tr>
<tr>
<td>$R_{\text{free},X}$</td>
<td>0.1766</td>
</tr>
<tr>
<td>R.m.s. deviations</td>
<td></td>
</tr>
<tr>
<td>Bond lengths (Å)</td>
<td>0.012</td>
</tr>
<tr>
<td>Bond angles (°)</td>
<td>1.349</td>
</tr>
</tbody>
</table>

6.2 Interpretation of the results

The neutron crystallography structure of CeP in the resting state at 298 K allowed the unambiguous determination of hydrogen related structural features in the macromolecule. Protonation states were determined via inspection of the strong neutron scattering density peaks emerging in presence of deuterium substituted hydrogen atoms as discussed in Section 5.2.

The nuclear scattering density map of the active site is shown in Figure 6.3 while Figure 6.4 shows the electron density and the nuclear scattering density of the catalytic residue His-52. At the end of the section, panel 6.8 reports side by side the neutron and X-ray maps of the distal and proximal heme pockets, for direct comparison, together with the model of the structure. The present section reports the description of the structural features of
The active site and the characterization of the species by UV-visible spectrophotometry.

**The structure of the active site**  The catalytic site of CcP in the resting state at 298 K presents the following structural features. On the distal side of the heme (Figure 6.8, top), His-52 is neutral as $N_\delta$ is deuterated but $N_\epsilon$ is not. The $N_\epsilon$ of Trp-51 is deuterated; Arg-48 is fully deuterated and positively charged. The neutron structure unambiguously identifies the iron distal ligand as a heavy water molecule, rather than an OD$^-$ ion, at a distance of $(2.7 \pm 0.4)$ Å from the iron (the uncertainty is calculated according to Section 5.3). The heme is therefore considered as five-coordinate. The water ligand donates a hydrogen bond to the π orbitals of the porphyrin macrocycle and may also interact with a poorly ordered water that is found in the active site (not shown) and that displaces the guanidinium group of Arg-48, found in the ‘out’ position. On the proximal side (Figure 6.8, bottom), $N_\epsilon$ of His-175 is not deuterated and is $(2.0 \pm 0.3)$ Å from the iron. The $N_\delta$ of His-175 is deuterated and within hydrogen bond distance of the unprotonated O$_{62}$ of Asp-235; likewise, O$_{61}$ of Asp-235 is unprotonated and within hydrogen bond distance of the deuterated $N_\epsilon$ of Trp-191. Both heme propionates are unprotonated. Figure 6.5 presents a schematic interpretation of the results.

**UV-visible spectrophotometry**  Cytochrome c peroxidase in the resting state was characterized by UV-visible spectrophotometry at 298 K both in solution and in a single crystal. The relevance of this type of characterization is explained in Section 1.5. Figure 6.6 presents the UV-visible spectrum of CcP in solution. Absorbance peaks were observed at 408 nm, 505 nm, 541 nm (shoulder) and 640 nm with uncertainty of ±1 nm. Figure 6.7 shows the single crystal UV-visible spectrum. The Soret band (408 nm) saturates in the single crystal due to the elevated optical density. Peaks are observed at wavelengths of 501 nm and 621 nm with errors amounting to a few nanometers.
6.3 Concluding remarks

Cytochrome c peroxidase in the resting state at 298 K was characterized by neutron crystallography and by ultraviolet-visible spectrophotometry. The model of the structure of CcP in the resting state at 298 K was refined to a resolution of 2.4 Å allowing the unambiguous determination of the catalytic residues protonation states as well as the nature of the iron distal ligand. Of particular interest are the following observations:

- The neutron structure of cytochrome c peroxidase in the resting state at 298 K shows that Nₐ of catalytic residue His-52 is not protonated.

- Furthermore the iron distal axial ligand is a D₂O molecule.

The characterization by UV-visible spectrophotometry showed that solution and single crystal spectra are similar to each other and in good agreement with what was previously reported [12].
Figure 6.4: The side chain of the catalytic residue His-52 in ferric CcP at 298 K. The nuclear scattering density [$\sigma_A$-weighted $2F_o - F_c$ map contoured at 2.6 root mean square (rms)] is shown in magenta. The electron density [$\sigma_A$-weighted $2F_o - F_c$ map contoured at 2.4 rms] is shown in blue. Colour scheme as in Figure 6.3.

Both the crystallographic structure of CcP in the resting state at 298 K and its absorbance spectrum in the visible region were used in the present research project as a benchmark for drawing comparisons between different reaction intermediates and different temperatures. The results presented in this Chapter were employed in the study of the reaction pathway from the resting state of cytochrome $c$ peroxidase to its transient compound I discussed in Chapter 11 and in the investigation of the temperature dependence of the characteristics of the active site presented in Chapter 12.
Figure 6.5: The protonation state of the heme iron distal ligand and catalytic residue His-52 in CcP resting state at 298 K.

Figure 6.6: UV-VIS absorption spectrum of CcP in solution at 298 K. The vertical axis reports the optical density. The insert shows the spectral region between 470 and 700 nm. Buffer: 10 mM KH$_2$PO$_4$, 150 mM KCl, pH 6.5.
Figure 6.7: UV-VIS absorption spectrum of a single crystal of CcP in the resting state at 298 K. The vertical axis reports the optical density.
Figure 6.8: The structure of ferric CrP in the region of the heme at 298 K. Left: nuclear scattering density $[\sigma_A$-weighted $2F_o - F_c$ map contoured at 2.6 root mean square (rms)] in the distal and proximal heme pocket is shown in magenta. The black contour $[\sigma_A$-weighted neutron $F_o - F_c$ map contoured at $5\sigma]$ shows the difference density calculated by omitting the water ligand. Centre: electron density $[\sigma_A$-weighted $2F_o - F_c$ map contoured at 2.4 rms] in the distal and proximal pocket is shown in blue. Right: the model of the structure of the distal and proximal heme pocket. Colour scheme as in Figure 6.3.
Chapter 7

Cytochrome $c$ peroxidase in the resting state at 100 K

This chapter presents the study of cytochrome $c$ peroxidase in the resting state at 100 K. Neutron crystallography studies were complemented by spectroscopic investigations. In particular the dependence on temperature of the resting state absorbance peaks in the visible region was determined.

This work is aimed at the investigation of the temperature dependence of the structural features in the active site of ferric CcP. The structure of CcP at cryogenic temperature was compared to that at 298 K presented in Chapter 6 and the temperature dependence of protonation states in the catalytic site was studied.

The experimental details of neutron and X-ray diffraction data acquisition, structural refinement and spectrophotometry data collection are reported in Section 7.1 of the present chapter. Section 7.2 presents the results of crystallographic and spectroscopic experiments. The analysis of the temperature dependence of structural features in the active site of CcP resting state is presented in Chapter 12.
7.1 Experimental methods

Neutron diffraction data were collected from a single crystal of deuterium exchanged cytochrome c peroxidase in the resting state at 100 K. The single crystal employed in the neutron crystallography experiment is shown in Figure 7.1. X-ray diffraction data were collected from a different but isomorphous crystal at 100 K.

This section reports the experimental details of diffraction data collection, the procedure employed in structural refinement and the technical information concerning spectro-photometry data acquisition in ferric CcP at 100 K.

Figure 7.1: D₂O-soaked CcP crystal in the resting state employed in the neutron diffraction experiment at 100 K. The crystal’s volume is approximately 0.1 mm³.

X-ray data collection  X-ray diffraction data were collected at 100 K from a single crystal of D₂O-soaked CcP in the resting state. Copper Kα radiation characterized by wavelength $\lambda = 1.5418$ Å from a GeniX Cu HF generator was used. A total of 270 images of 0.5° oscillation and 60 s exposure per image were recorded on a Mar345 detector. Diffraction intensities were indexed and measured using the XDS package [8]. Statistics are shown in Table 7.1 and indicators are defined in Section 4.3.

Neutron data collection  A single crystal of D₂O-soaked cytochrome c peroxidase in the resting state with volume of approximately 0.1 mm³ was used. The crystal was mounted in a LithoLoop (Molecular Dimensions) on a magnetic cap (Molecular Dimensions). The crystal was cryo-cooled directly in a stream of nitrogen gas at 100 K from
Table 7.1: X-ray data collection statistics for ferric CcP at 100 K. Values in parentheses refer to the highest resolution shell and $d$ is the direct lattice interplanar distance.

<table>
<thead>
<tr>
<th>Space group</th>
<th>P2$_1$2$_1$2$_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell dimensions</td>
<td></td>
</tr>
<tr>
<td>a, b, c (Å)</td>
<td>51.0 75.9 106.9</td>
</tr>
</tbody>
</table>

**Data collection**

<table>
<thead>
<tr>
<th>Wavelength (Å)</th>
<th>1.5418</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range of $d$ spacing (Å)</td>
<td>15.00 - 2.00 (2.05 - 2.00)</td>
</tr>
<tr>
<td>$R_{merge}$</td>
<td>0.048 (0.117)</td>
</tr>
<tr>
<td>$I/\sigma(I)$</td>
<td>26.6 (13.3)</td>
</tr>
<tr>
<td>Completeness (%)</td>
<td>99.3 (99.7)</td>
</tr>
<tr>
<td>Redundancy</td>
<td>5.3 (5.3)</td>
</tr>
</tbody>
</table>

the Oxford Cryosystems Cobra - Non Liquid Nitrogen Open Flow System (Section 3.2), of the instrument LADI-III. Quasi-Laue neutron diffraction data to 2.2 Å resolution were collected at 100 K on the LADI-III beamline [2] at the Institut Laue-Langevin. The crystal was held stationary at a different spindle angle setting for each exposure. In total 21 images were collected with exposure time of 24 hours per image. Two different crystal orientations were adopted. The neutron data were processed using the program LAUEGEN [3] modified to account for the cylindrical geometry of the detector [4]. The values of the unit cell parameters determined by X-ray crystallography where introduced as an input to the indexing algorithm. The software LSCALE [5] was employed to determine the wavelength normalization curve using the intensities of symmetry equivalent reflections measured at different wavelengths. No explicit absorption corrections were applied. Data were merged in SCALA [6]. Scaled and merged intensities were converted into structure factor amplitudes and associated error by means of the program TRUNCATE [7].
collection statistics are shown in Table 7.2 and indicators are defined in Section 4.3.

Table 7.2: Neutron data collection statistics for ferric CcP at 100 K. Values in parentheses refer to the highest resolution shell and $d$ is the direct lattice interplanar distance.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Space group</td>
<td>P2$_1$2$_1$2$_1$</td>
</tr>
<tr>
<td>Cell dimensions</td>
<td></td>
</tr>
<tr>
<td>a, b, c (Å)</td>
<td>51.0 75.9 106.9</td>
</tr>
<tr>
<td>Data collection</td>
<td></td>
</tr>
<tr>
<td>Wavelength (Å)</td>
<td>3.0 - 4.0</td>
</tr>
<tr>
<td>Range of $d$ spacing (Å)</td>
<td>39.37 - 2.20 (2.32 - 2.20)</td>
</tr>
<tr>
<td>$R_{merge}$</td>
<td>0.163 (0.187)</td>
</tr>
<tr>
<td>$I/\sigma(I)$</td>
<td>6.9 (4.7)</td>
</tr>
<tr>
<td>Completeness (%)</td>
<td>69.0 (47.3)</td>
</tr>
<tr>
<td>Redundancy</td>
<td>3.4 (2.2)</td>
</tr>
</tbody>
</table>

**Model refinement** Structural refinement was performed by using as a starting model the structure with Protein Data Bank accession code 4CVJ. The starting model was modified to remove hydrogen and deuterium atoms, the heme iron distal axial ligand as well as solvent molecules. Structural refinement was carried out using the PHENIX software suite [9]. First the model was refined by means of the X-ray terms alone followed by joint X-ray and neutron refinement. Hydrogen and deuterium atoms were added with the program ReadySet [9]. D$_2$O molecules were introduced according to positive peaks above 3σ in the $F_o$ – $F_c$ nuclear scattering density map and model modifications were made by means of the modelling program COOT [11]. 323 D$_2$O molecules were added in total. Final refinement statistics are shown in Table 7.3 and indicators are defined in Section 5.1.
Table 7.3: Neutron and X-ray structural joint refinement statistics for ferric CeP at 100 K. The subscripts n and X refer to neutron and X-ray diffraction data respectively.

<table>
<thead>
<tr>
<th>Joint refinement</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{\text{min},n}$ (Å)</td>
<td>2.2</td>
</tr>
<tr>
<td>$d_{\text{min},X}$ (Å)</td>
<td>2.0</td>
</tr>
<tr>
<td>Number of unique reflections $N_n$</td>
<td>14720</td>
</tr>
<tr>
<td>Number of unique reflections $N_X$</td>
<td>28569</td>
</tr>
<tr>
<td>$R_{\text{work},n}$</td>
<td>0.1963</td>
</tr>
<tr>
<td>$R_{\text{work},X}$</td>
<td>0.1435</td>
</tr>
<tr>
<td>$R_{\text{free},n}$</td>
<td>0.2539</td>
</tr>
<tr>
<td>$R_{\text{free},X}$</td>
<td>0.1831</td>
</tr>
<tr>
<td>R.m.s. deviations</td>
<td></td>
</tr>
<tr>
<td>Bond lengths (Å)</td>
<td>0.010</td>
</tr>
<tr>
<td>Bond angles (°)</td>
<td>1.622</td>
</tr>
</tbody>
</table>

**UV-visible spectrophotometry**  Single crystal UV-visible spectra were acquired by using the micro-spectrophotometry set-up described in Appendix D.1. The error associated with the determination of peak positions ranges from one to a few nanometers depending on the measurement noise on the vertical axis.

### 7.2 Interpretation of the results

The neutron cryo-crystallography structure of CeP in the resting state allowed the determination of the catalytic residues protonation states and provided information concerning the nature of the iron axial ligand in the distal heme pocket. The structure at cryogenic temperature was compared to that at 298 K (Chapter 6) and the temperature dependence of protonation states in the active site was observed. In addition inspection of UV-visible
spectra showed significant modifications of spectral features with varying temperature corroborating what was observed via neutron crystallography.

The present section reports the description of the structural features of the active site at cryogenic temperature and the comparison with the structure determined at 298 K. The temperature dependence of single crystal absorption in the visible region of the electromagnetic spectrum is also presented.

**The structure of the active site** The catalytic site of CcP in the resting state at 100 K presents the following structural features. Compared to the enzyme at 298 K, most of the protonation states of the catalytic residues are retained in the structure at 100 K. His-52 is an exception showing single deuteration on N$_\delta$ at 298 K and double deuteration on N$_\delta$ and N$_\epsilon$ at 100 K (Figure 7.2). Unlike the structure at 298 K the iron distal ligand is not an ordered D$_2$O molecule at cryogenic temperature. Nevertheless the identification of the heme iron distal ligand in this structure remained ambiguous motivating further investigation of the low temperature features of the resting state by using a perdeuterated sample (Chapter 8).

![Figure 7.2](image.png)

Figure 7.2: The side chain of the catalytic residue HIS-52 in ferric CcP at 100 K. The nuclear scattering density [$\sigma_A$-weighted 2F$_o$ – F$_c$ map contoured at 2.8 root mean square (rms)] is shown in magenta. The following colour scheme applies to the model of the structure: hydrogen atoms, magenta; deuterium, white; nitrogen, blue; carbon, yellow.
**UV-visible spectrophotometry**  The temperature dependence of the characteristics of the active site in cytochrome c peroxidase in the resting state was studied by single crystal UV-visible spectrophotometry (Section 1.5). Figure 7.3 shows the single crystal ultraviolet-visible spectra of ferric CeP at different temperatures. The Soret band (close to 408 nm) saturates in the single crystal due to the elevated optical density. At cryogenic temperature peaks are observed at wavelengths of 542 nm, 579 nm and 624 nm (shoulder) with errors of several nanometers on the peak positions. With increasing temperature these peaks disappear and features at 501 nm and 621 nm (with errors amounting to a few nanometers) arise in agreement with [12].

![Figure 7.3: Temperature dependence of single crystal ultraviolet-visible absorption spectra of CeP in the resting state. (A) 100 K, (B) 150 K, (C) 200 K, (D) 230 K and (E) 298 K. The vertical axis reports the optical density on an arbitrary scale. The spectra have been shifted along the vertical axis for clarity.](image-url)
7.3 Concluding remarks

Cytochrome c peroxidase in the resting state at 100 K was characterized by neutron crystallography and by single crystal UV-visible spectrophotometry. The neutron crystallography structure and the absorbance peaks in the visible region at cryogenic temperature were compared to their counterparts at 298 K revealing a significant temperature dependence of the characteristics of the active site.

The neutron structure of CcP in the resting state at 100 K was determined to a resolution of 2.2 Å allowing the unambiguous identification of the catalytic residues protonation states and providing information concerning the iron distal ligand. The structure of the active site at cryogenic temperature was compared to that at 298 K and the following features were observed to be temperature dependent:

- $N_ε$ of catalytic residue His-52 is deuterated at cryogenic temperature and it is not at 298 K.

- Furthermore the heme iron distal ligand is not an ordered $D_2O$ molecule at 100 K, different from what was observed at 298 K.

It was not possible to unambiguously identify the heme iron distal ligand and the temperature dependence of the neutron crystallography structure of CcP resting state was further investigated by using a perdeuterated sample in Chapter 8.

Ultraviolet-visible absorption spectra were collected as a function of temperature. A smooth transition was observed from low temperature spectral features at 100 K to high temperature features at 298 K corroborating the temperature dependence observed in neutron crystallography structures. This analysis suggests that UV-visible spectrophotometry in CcP is sensitive to small structural changes in the chromophore allowing the use of spectra in the visible region for the identification of the species.
Figure 7.4: The structure of ferric CeP in the region of the heme at 100 K. Left: nuclear scattering density [\(\sigma_A\)-weighted \(2F_o - F_c\) map contoured at 2.4 root mean square (rms)] in the distal and proximal heme pocket is shown in magenta. The black contour [\(\sigma_A\)-weighted neutron \(F_o - F_c\) map contoured at 3.5\(\sigma\)] shows the difference density calculated by omitting the axial ligand. Centre: electron density [\(\sigma_A\)-weighted \(2F_o - F_c\) map contoured at 2.8 rms] in the distal and proximal pocket is shown in blue. The green contour [\(\sigma_A\)-weighted electron density \(F_o - F_c\) map contoured at 6\(\sigma\)] shows the difference density calculated by omitting the axial ligand. Right: the model of the structure of the distal and proximal heme pocket. Colour scheme as in Figure 7.2.
Chapter 8

Perdeuterated cytochrome c peroxidase in the resting state at 100 K

This chapter presents the crystallographic and spectroscopic studies concerning perdeuterated cytochrome c peroxidase in the resting state at 100 K. The purpose of this work is the investigation of the temperature dependence of the characteristics of the active site in ferric CcP. The neutron crystallography structure of CcP at cryogenic temperature was compared to that at 298 K presented in Chapter 6 and the temperature dependence of structural features in the catalytic site was studied.

For the reasons described in Section 2.4.4, the use of fully deuterated protein improved significantly the quality of neutron diffraction data without substantial alterations of the crystal structure. The absence of major deuteration induced artifacts was investigated by X-ray crystallography and ultraviolet-visible spectrophotometry. In particular the dependence of absorbance peaks in the visible region of the electromagnetic spectrum on the extent of deuteration of the protein was studied.

The experimental details of neutron and X-ray diffraction data collection, X-ray structural refinement, joint neutron and X-ray structural refinement as well as spectrophoto-
metry data acquisition methods are reported in Section 8.1 of the present chapter. The results of diffraction and spectroscopic experiments are presented in Section 8.2.

8.1 Experimental methods

Fully deuterated (perdeuterated) cytochrome c peroxidase was expressed, purified and crystallized as reported in Appendix B. X-ray diffraction data were collected from a single crystal of fully deuterated cytochrome c peroxidase in the ferric state at 100 K and the structural model was refined at this stage by using X-ray data alone. Neutron diffraction data were collected from a different but isomorphous crystal at 100 K. The model was refined by joint neutron and X-ray structural refinement. The crystallographic studies were complemented by UV-visible spectrophotometry measurements.

This section reports the experimental methods used in neutron and X-ray diffraction data collection, the procedures employed in X-ray and joint structural refinement as well as the technical details concerning spectrophotometry data collection in fully deuterated ferric CcP at 100 K. CcP perdeuterated crystals employed in the X-ray diffraction and UV-vis spectrophotometry experiments are shown in Figure 8.1 while Figure 8.2 reports a photograph of the single crystal used in the neutron crystallography data collection.

Figure 8.1: Perdeuterated cytochrome c peroxidase crystals employed in the X-ray diffraction work and ultraviolet-visible spectrophotometry experiments. The crystals are in a dialysis button with diameter of 7 mm.
Figure 8.2: Perdeuterated cytochrome c peroxidase crystal mounted in the cryostream at the monochromatic neutron diffractometer BIODIFF.

X-ray diffraction data collection  X-ray crystallography data collection from perdeuterated CcP at 100 K was carried out at the Henry Wellcome Laboratories for Structural Biology of the University of Leicester. A single crystal of fully deuterated CcP in the ferric state was mounted in a nylon loop and maintained at 100 K using an Oxford Cryosystems cryostream. A total of 270 images of 0.5° oscillation and 5 s exposure per image were collected using copper Kα radiation (1.5418 Å) from a Rigaku 007 HF X-ray generator fitted with Osmic VariMax HF optics and a Rigaku Saturn 944+ CCD detector. Data were processed by means of the CCP4 suite of programs (Collaborative Computational Project 4 [13]). Recorded intensities were indexed and measured using iMOSFLM [14] then scaled and merged using AIMLESS [15]. Statistics are shown in Table 8.1 and indicators are defined in Section 4.3.

Model refinement  Phasing by molecular replacement was done by using the software Phaser [10] adopting as a starting model the structure with PDB code 2XIL. Model refinement was done by REFMAC5 software [17] and all model modifications were done by the modelling program COOT [11]. Final refinement statistics are shown in Table 8.1 and indicators are defined in 5.1.
Table 8.1: X-ray data collection and structural refinement statistics for perdeuterated ferric CeP at 100 K. Values in parentheses refer to the highest resolution shell and \( d \) is the direct lattice interplanar distance.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Space group</strong></td>
<td>( \text{P2}_1\text{2}_1\text{2}_1 )</td>
</tr>
<tr>
<td><strong>Cell dimensions</strong></td>
<td></td>
</tr>
<tr>
<td>( a, b, c ) (Å)</td>
<td>50.9  75.7  106.9</td>
</tr>
<tr>
<td><strong>Data collection</strong></td>
<td></td>
</tr>
<tr>
<td>Range of ( d ) spacing (Å)</td>
<td>12.39 - 1.81</td>
</tr>
<tr>
<td>( R_{\text{merge}} )</td>
<td>0.11 (0.43)</td>
</tr>
<tr>
<td>( I/\sigma(I) )</td>
<td>9.8 (2.3)</td>
</tr>
<tr>
<td>Completeness (%)</td>
<td>99.3 (95.5)</td>
</tr>
<tr>
<td>Redundancy</td>
<td>5.1 (3.2)</td>
</tr>
<tr>
<td><strong>Refinement</strong></td>
<td></td>
</tr>
<tr>
<td>( d_{\text{min}} ) (Å)</td>
<td>1.81</td>
</tr>
<tr>
<td>Number of unique reflections</td>
<td>36298</td>
</tr>
<tr>
<td>( R_{\text{work}} )</td>
<td>0.15</td>
</tr>
<tr>
<td>( R_{\text{free}} )</td>
<td>0.19</td>
</tr>
<tr>
<td>R.m.s. deviations</td>
<td></td>
</tr>
<tr>
<td>Bond lengths (Å)</td>
<td>0.02</td>
</tr>
<tr>
<td>Bond angles (°)</td>
<td>2.0</td>
</tr>
</tbody>
</table>

**Neutron data collection** A large single crystal (1.8 mm x 0.5 mm x 0.3 mm) of perdeuterated cytochrome c peroxidase was mounted in a 1 mm LithoLoop (Molecular Dimensions MD7-147) on a magnetic cap (CrystalCap Magnetic, ALS, Hampton Research HR4-779). The crystal was cryo-cooled directly in a stream of nitrogen gas at 100 K from the OxfordCryosystem series 700+ Cryostream of the instrument BIODIFF. Neu-
tron diffraction data were recorded to 1.83 Å resolution at 100 K using the monochromatic neutron diffractometer BIODIFF at the FRM II research reactor (Garching, Germany). BIODIFF uses a cylindrical neutron-sensitive image plate detector that completely surrounds the crystal (diameter: 400 mm, height: 450 mm). At a wavelength of 3.37 Å (with $\Delta \lambda/\lambda = 3\%$), 115 frames were recorded with a rotation range of 0.5° per frame and an exposure time of 120 minutes per frame. To increase the completeness a second crystal (0.6 mm x 0.8 mm x 1.2 mm), isomorphous to the first, was mounted on the instrument\(^1\) and a second series of 59 frames were collected at a wavelength of 3.37 Å (with $\Delta \lambda/\lambda = 3\%$) with a rotation range of 0.5° per frame and an exposure time of 80 minutes per frame. The diffraction data were indexed and integrated using DENZO (v.1.96.2) \(^18\) and scaled up to 1.83 Å resolution using SCALEPACK (v.2.3.6) \(^18\). Statistics are shown in Table 8.2 and indicators are defined in Section 4.3.

Table 8.2: Neutron data collection statistics for perdeuterated ferric CcP at 100 K. Values in parentheses refer to the highest resolution shell and $d$ is the direct lattice interplanar distance.

<table>
<thead>
<tr>
<th>Space group</th>
<th>(\text{P2}_1\text{2}_1\text{2}_1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell dimensions</td>
<td>(a, b, c \text{ (Å)}) 50.9 75.7 106.9</td>
</tr>
<tr>
<td>Neutron data collection</td>
<td></td>
</tr>
<tr>
<td>Range of $d$ spacing (Å)</td>
<td>107.00 - 1.83 (1.88 - 1.83)</td>
</tr>
<tr>
<td>$R_{\text{merge}}$</td>
<td>0.21 (0.47)</td>
</tr>
<tr>
<td>$R_{\text{pim}}$</td>
<td>0.17 (0.47)</td>
</tr>
<tr>
<td>$I/\sigma(I)$</td>
<td>2.87 (1.08)</td>
</tr>
<tr>
<td>Completeness (%)</td>
<td>89.1 (65.8)</td>
</tr>
<tr>
<td>Redundancy</td>
<td>2.0 (1.3)</td>
</tr>
</tbody>
</table>

\(^{1}\)The first crystal was lost during the transfer to liquid nitrogen required for changing the goniometer angle.
Joint neutron and X-ray structural refinement

The crystals used for neutron and X-ray data collection were essentially isomorphous. The structural model determined by the use of X-ray data alone was modified to remove the iron axial ligand and all the solvent molecules. It was then used as the starting point for structural refinement using the PHENIX software suite [9]. A joint X-ray and neutron refinement was carried out [10]. A rigid body refinement was performed first, followed by multiple iterations of atomic coordinates, occupancies and individual isotropic B-factors refinement. Deuterium atoms were added with the program ReadySet [9]. D$_2$O molecules were added according to positive peaks above 4$\sigma$ in the F$_o$ – F$_c$ difference nuclear scattering density map and all model modifications were made with the modelling program COOT [11]. 361 water molecules were added in total. No contamination from hydrogen was accounted for during structural refinement although interestingly hydrogen presence was found localized in backbone amide groups. The occupancy of His-52 D$_{\delta}$ and D$_{\epsilon}$ atoms (Figure 8.5) as well as the occupancy of the deuterium atom in the heme iron axial ligand were refined using a starting value of 0.1. The position and identity of the heme iron distal ligand were determined using the neutron data only. The nature of the distal ligand was investigated by using different trial models and by inspection of the $\sigma_A$-weighted F$_o$ – F$_c$ neutron map computed after model refinement in each case. An oxygen atom, a D$_2$O molecule and an OD$^-$ group were tested as a trial ligand. Final refinement statistics are shown in Table 8.3 and indicators are defined in 5.1.

UV-visible spectrophotometry

Fully deuterated cytochrome c peroxidase in the resting state was characterized by single crystal UV-visible spectrophotometry at 100 K. Spectra were acquired by using the micro-spectrophotometry set-up described in Appendix D.1. The error associated with peak positions amounts to a few nanometers due to the degree of uncertainty in positioning spectral features with significant measurement noise on the vertical axis. The study of the effect of CcP deuteration on the absorbance in the visible region was carried out at the SLSpectroLAB facility [19] of the X10SA beamline at the Swiss Light Source (Villigen, Switzerland).
Table 8.3: Neutron and X-ray structural joint refinement statistics for perdeuterated ferric CcP at 100 K. The subscripts n and X refer to neutron and X-ray diffraction data respectively.

<table>
<thead>
<tr>
<th>Joint refinement</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{\text{min,n}}$ (Å)</td>
<td>1.83</td>
</tr>
<tr>
<td>$d_{\text{min,X}}$ (Å)</td>
<td>1.81</td>
</tr>
<tr>
<td>Number of unique reflections $N_n$</td>
<td>32816</td>
</tr>
<tr>
<td>Number of unique reflections $N_X$</td>
<td>38204</td>
</tr>
<tr>
<td>$R_{\text{work,n}}$</td>
<td>0.2072</td>
</tr>
<tr>
<td>$R_{\text{work,X}}$</td>
<td>0.1484</td>
</tr>
<tr>
<td>$R_{\text{free,n}}$</td>
<td>0.2544</td>
</tr>
<tr>
<td>$R_{\text{free,X}}$</td>
<td>0.1846</td>
</tr>
<tr>
<td>R.m.s. deviations</td>
<td></td>
</tr>
<tr>
<td>Bond lengths (Å)</td>
<td>0.010</td>
</tr>
<tr>
<td>Bond angles (°)</td>
<td>1.283</td>
</tr>
</tbody>
</table>

8.2 Interpretation of the results

The X-ray crystallography structure of fully deuterated CcP in the resting state at 100 K was used for direct comparison with the structure of its hydrogenated counterpart (Protein Data Bank accession code 2YCG). Photoreduction effects from X-ray exposure were monitored by UV-visible spectrophotometry.

The neutron crystallography structure of perdeuterated CcP in the resting state at 100 K allowed the determination of protonation states of catalytic residues in the active site. In addition the nature of the heme iron distal ligand was investigated. The temperature dependence of the structural features in the active site was studied complementing the analysis presented in Chapter 7.

The present section reports the results of the comparison between hydrogenated and
fully deuterated CcP X-ray structures in the resting state at 100 K, the description of the structural features of the active site in the neutron structure of perdeuterated CcP at 100 K and the study of the dependence of absorption in the visible region on the deuteration level of the protein.

The X-ray structure of fully deuterated CcP at 100 K. The structure of fully deuterated CcP in the resting state at 100 K was determined by X-ray crystallography and used for comparison with the hydrogenated counterpart 2YCG. X-ray induced photoreduction effects were monitored by UV-visible spectrophotometry. The reduced form of the ferric enzyme is known as ferrous state and shows characteristic absorption peaks in the UV-visible spectrum. The spectra of ferric samples before and after X-ray exposure are reported in Figure 8.3 showing no wavelength shift of absorption peaks. The UV-visible analysis doesn’t show any feature ascribable to radiation-induced reduction of the metal center. The structure of perdeuterated CcP in the resting state at 100 K does not show appreciable differences compared to fully hydrogenated 2YCG. The root mean square distance between Cα of the two structures aligned with Superpose (CCP4 software suite [13]) is 0.25 Å. In particular, the X-ray structure of perdeuterated ferric CcP shows that the Fe - O distance in the catalytic site is (1.9 ± 0.1) Å (see Figure 8.4) in agreement with 2YCG. The uncertainty on the distance was computed as reported in Section 5.3.

The protonation state of catalytic residue His-52. The neutron structure of perdeuterated CcP in the resting state at 100 K shows that Nε of catalytic residue His-52 is deuterated with partial occupancy of the Dε atom (Figure 8.5). This observation is in partial agreement with what was determined in the deuterium exchanged counterpart in Chapter 7 where Nε is fully deuterated. As pointed out in Chapter 7, this is a major difference with respect to the structure of the resting state at 298 K where Nε of His-52 is not deuterated.

The nature of the heme axial ligand. The heme iron distal axial ligand in the structure of fully deuterated CcP at 100 K was identified as OD− with partial occupancy of
Figure 8.3: UV-vis absorption spectra of crystals of perdeuterated ferric CcP at 100 K. The vertical axis reports the dimensionless absorbance. Unexposed (top) and after X-ray data collection (bottom). For clarity the spectra have been shifted along the vertical axis. The spectra have been collected using two different crystals. The different volumes of the samples explain the difference in the observed peak intensities.

The presence of deuteration induced modifications in the structure of CcP active site was investigated by single crystal UV-visible spectrophotometry. Figure 8.10 presents the spectra at 100 K of hydrogenated, D$_2$O-soaked and fully deuterated CcP in the resting state. This result was validated by testing different ligands. An oxygen ligand was introduced in a trial model giving rise after structural refinement to a positive peak in the neutron F$_o$ – F$_c$ map appearing at 2.4$\sigma$ as shown in Figure 8.6. Subsequently a D$_2$O molecule was tested as a ligand resulting in a negative peak in the neutron F$_o$ – F$_c$ map appearing at 2.8$\sigma$ at the position of one deuterium atom as shown in Figure 8.8. Conversely no peak was observed in the neutron difference map upon introduction of an OD$^-$ ligand in the model. This is different from what was observed in the structure of CcP resting state at 298 K where the iron distal ligand is a D$_2$O molecule. Figure 8.9 presents a schematic interpretation of the results.

Dependence of UV-visible absorption on the protein’s deuteration level  The presence of deuteration induced modifications in the structure of CcP active site was investigated by single crystal UV-visible spectrophotometry. Figure 8.10 presents the spectra at 100 K of hydrogenated, D$_2$O-soaked and fully deuterated CcP in the resting state.
state. The three spectra appear to be similar showing that deuteration does not produce major changes in the structure, in agreement with what was determined by comparing the X-ray structures of hydrogenated and fully deuterated CcP. Nevertheless small changes appear and in particular the absorbance shoulder at 625 nm is suppressed in the deuterium exchanged and fully deuterated spectra.

8.3 Concluding remarks

Fully deuterated cytochrome c peroxidase in the resting state at 100 K was characterized by X-ray and neutron crystallography as well as by UV-visible spectrophotometry. X-ray crystallography and ultraviolet-visible spectrophotometry were employed primarily with the purpose of investigating the presence of deuteration induced structural changes. The X-ray structure didn’t reveal any deuteration induced artifact when compared to the X-ray structure of the fully hydrogenated counterpart. UV-visible spectra also didn’t show major changes when comparing different deuteration levels, although a modification in the absorption at long wavelengths was observed.

The neutron structure of perdeuterated CcP in the resting state at 100 K was deter-
The neutron structure of perdeuterated cytochrome $c$ peroxidase in the resting state at 100 K shows that $N_\epsilon$ of catalytic residue His-52 is partially deuterated.

Furthermore the iron distal axial ligand is an $\text{OD}^-$ group, with partial occupancy of the deuterium atom.

By comparison with the results presented in Chapter 6, it appears that the structure of the active site is temperature dependent. This result will be discussed further in Chapter 12.
Figure 8.6: The structure of perdeuterated ferric CcP in the region of the heme at 100 K. Nuclear scattering density [σₐ-weighted 2F₀ − Fₐ contoured at 2.0 root mean square (rms)] in the distal heme pocket is shown in magenta. The black contour [σₐ-weighted neutron F₀ − Fₐ map contoured at 4σ] shows the difference density calculated by omitting the OD⁻ ligand. Colour scheme: hydrogen atoms, magenta; deuterium, white; oxygen, red; nitrogen, blue; carbon, yellow; iron, orange.

Figure 8.7: Determination of the nature of the heme iron distal ligand in perdeuterated ferric CcP at 100 K. Positive nuclear scattering density [σₐ-weighted F₀ − Fₐ contoured at 2.2σ] is represented in black and shows the position of the deuterium atom of the heme iron distal ligand. Colour scheme as in Figure 8.6.
Figure 8.8: Determination of the nature of the heme iron distal ligand in perdeuterated ferric CcP at 100 K. Negative nuclear scattering density [σ_A-weighted \( F_o - F_c \) contoured at 2.6 σ] is shown in green. Colour scheme as in Figure 8.6.

Figure 8.9: The protonation state of the heme iron distal ligand and catalytic residue His-52 in CcP resting state at 100 K.
Figure 8.10: Single crystal UV-VIS absorption spectra of CcP in the resting state at 100 K at different deuteration levels. The vertical axis reports the dimensionless absorbance. (A) Fully hydrogenated, (B) deuterium exchanged and (C) perdeuterated. The vertical axis reports the optical density on an arbitrary scale. The spectra have been shifted along the vertical axis for clarity.
Chapter 9

Cytochrome c peroxidase compound I

This chapter presents the structural characterization of the transient intermediate compound I of cytochrome c peroxidase. The purpose of this work is the determination of the protonation state of the catalytic residues and of the iron axial ligand in the distal heme pocket in CcP compound I. The knowledge of such structural features of the active site is essential for the understanding of the catalytic mechanism in cytochrome c peroxidase.

Compound I is a transient species at 298 K. The exposure times employed in neutron crystallography are long compared to the half-life of cytochrome c peroxidase compound I at 298 K. For this reason neutron data collection in compound I was carried out at cryogenic temperature.

Complementary techniques were employed to assess compound I formation upon reaction with hydrogen peroxide and its stability at cryogenic temperature. In particular UV-visible spectrophotometry and electronic paramagnetic resonance (EPR) studies were carried out and both techniques were used to characterize CcP single crystals and in solution. Importantly, the structure of compound I determined at cryogenic temperature appeared to be relevant for the clarification of reaction mechanism in physiological conditions.
The experimental details of neutron and X-ray diffraction data collection, joint neutron and X-ray structural refinement as well as concise technical information concerning spectrophotometry and EPR data acquisition are reported in Section 9.1 of the present chapter. The results of diffraction and spectroscopic experiments are presented and discussed in Section 9.2. The results were published in [1] and the atomic coordinates were deposited in the Protein Data Bank under accession code 4CVJ. The interpretation of the structure of cytochrome c peroxidase compound I in terms of the reaction pathway is presented in Chapter [1].

9.1 Experimental methods

Neutron diffraction data were collected from a single crystal of D$_2$O-soaked CcP compound I at 100 K. The single crystal employed in neutron data collection is shown in Figure 9.1. X-ray crystallography data were collected at 100 K from an isomorphous crystal prepared by adopting the same procedure.

This section describes the experimental details of neutron and X-ray crystallography data collection, the procedure adopted in structural refinement and the technical details concerning the complementary techniques employed for the characterization of compound I.

Figure 9.1: D$_2$O-soaked CcP compound I crystal employed in the neutron diffraction experiment at 100 K.
Neutron data collection  A D$_2$O-soaked single crystal of CcP with volume of 1.2 mm x 0.8 mm x 0.7 mm was employed for neutron data collection in compound I. This catalytic intermediate was produced by reaction of CcP in the resting state with hydrogen peroxide [21]. Compound I is a transient species at 298 K. Nevertheless it can be considered stable at cryogenic temperature as established by the studies presented in section 9.2. The following experimental protocol was therefore adopted. CcP was reacted by soaking the single crystal in H$_2$O$_2$-containing mother liquor for 60 minutes at 277 K with peroxide concentration of 30 mM. The crystal was mounted on a LithoLoop on a magnetic cap (Molecular Dimensions) and it was cryo-cooled directly in a stream of nitrogen gas at 100 K from an Oxford Cryosystems cryostream. Monochromatic neutron diffraction data were collected at 100 K using the BIODIFF beamline at the FRM II research reactor at the Heinz Maier-Leibnitz Zentrum 2 (MLZ). Diffraction was observed to 2.5 Å resolution. A total of 201 frames of 0.3° oscillation and 120 minutes exposure per image were recorded at a wavelength of 3.39 Å. To increase data completeness the crystal was tilted by 45° from the rotation axis and a second series of 67 frames were collected at a wavelength of 3.98 Å with an oscillation of 0.3° and 120 minutes exposure. The diffraction data were indexed and integrated using DENZ0 (version 1.96.2) and scaled using SCALEPACK (version 2.3.6) [18]. Statistics are shown in Table 9.1 and the statistical indicators are defined in Section 4.3.

X-ray data collection  X-ray diffraction data were collected at the Henry Wellcome Laboratories for Structural Biology of the University of Leicester. A D$_2$O-soaked single crystal of CcP was reacted as above and maintained at 100 K using an Oxford Cryosystems cryostream. A total of 270 images of 0.5° oscillation and 1 s exposure were collected using copper K$_\alpha$ radiation with wavelength $\lambda = 1.5418$ Å from a Rigaku 007 HF X-ray generator fitted with Osmic VariMax HF optics and a Rigaku Saturn 944+ CCD detector. Recorded intensities were indexed and measured using iMOSFLM, then scaled and merged using AIMLESS [13]. Statistics are shown in Table 9.2 and indicators are defined in Section 4.3.
Table 9.1: Neutron data collection statistics for CeP compound I at 100 K. Values in parentheses refer to the highest resolution shell and $d$ is the direct lattice interplanar distance.

<table>
<thead>
<tr>
<th></th>
<th>P2$_1$2$_1$2$_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Space group</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Cell dimensions</strong></td>
<td></td>
</tr>
<tr>
<td>a, b, c (Å)</td>
<td>51.19 75.83 107.59</td>
</tr>
<tr>
<td><strong>Data collection</strong></td>
<td></td>
</tr>
<tr>
<td>Wavelength (Å)</td>
<td>3.39 and 3.98</td>
</tr>
<tr>
<td>Range of $d$ spacing (Å)</td>
<td>50.0 - 2.5 (2.6 - 2.5)</td>
</tr>
<tr>
<td>$R_{\text{merge}}$</td>
<td>0.173 (0.482)</td>
</tr>
<tr>
<td>$I/\sigma(I)$</td>
<td>4.6 (1.5)</td>
</tr>
<tr>
<td>Completeness (%)</td>
<td>90.7 (71.8)</td>
</tr>
<tr>
<td>Redundancy</td>
<td>2.3 (1.7)</td>
</tr>
</tbody>
</table>

**Model refinement**  Structural refinement was carried out by using as starting model the X-ray structure of CeP compound I with Protein Data Bank accession code 2XIL. The starting model was modified to remove multiple conformations, the ferryl oxygen and solvent molecules. Structural refinement was performed using the PHENIX software suite [9]. The model was first refined by means of the X-ray terms alone. This was followed by joint X-ray and neutron structural refinement [10]. Hydrogen and deuterium atoms were introduced with the program ReadySet [9]. D$_2$O molecules were added according to positive peaks in the $F_o - F_c$ nuclear scattering density map and model modifications were made by means of the modelling software COOT [11]. The position of the ferryl oxygen was determined based on the $F_o - F_c$ nuclear scattering density map only. 315 water molecules were added in total: 298 were modeled as full D$_2$O molecules while 17 were partially disordered showing spherical density and were modeled as oxygen atoms only. Final refinement statistics are shown in Table 9.3 and indicators are defined in 5.1.
Table 9.2: X-ray data collection statistics for CcP compound I at 100 K. Values in parentheses refer to the highest resolution shell and \(d\) is the direct lattice interplanar distance.

<table>
<thead>
<tr>
<th>Data collection</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Space group</strong></td>
</tr>
<tr>
<td><strong>Cell dimensions</strong></td>
</tr>
<tr>
<td>(a, b, c) (Å)</td>
</tr>
<tr>
<td><strong>Data collection</strong></td>
</tr>
<tr>
<td><strong>Wavelength</strong> (Å)</td>
</tr>
<tr>
<td><strong>Range of (d) spacing</strong> (Å)</td>
</tr>
<tr>
<td><strong>(R_{\text{merge}})</strong></td>
</tr>
<tr>
<td><strong>(I/\sigma(I))</strong></td>
</tr>
<tr>
<td><strong>Completeness (%)</strong></td>
</tr>
<tr>
<td><strong>Redundancy</strong></td>
</tr>
</tbody>
</table>

**Single crystal UV-visible spectrophotometry**  A single crystal of D\(_2\)O-soaked cytochrome \(c\) peroxidase in the resting state was cryo-cooled at 100 K and its UV-visible absorbance spectrum was registered by using the microspectrophotometry set-up described in Appendix D.1. The spectrum of the resting state at 100 K was used for comparison with that of CcP compound I at the same temperature. Compound I was produced by reaction with hydrogen peroxide by soaking the single crystal in mother liquor containing \(\text{H}_2\text{O}_2\) 30 mM for 10 minutes \(^1\) at 277 K. The crystal was subsequently cryo-cooled and its absorbance was measured as above. In single crystal spectra the error associated with the determination of peak positions amounts to a few nanometers due to the difficulty in localizing peaks in a spectrum with significant measurement noise.

**Solution UV-visible spectrophotometry**  Cytochrome \(c\) peroxidase was characterized by solution UV-visible spectrophotometry at 298 K both in the resting state and in

\(^1\)Soaking times were adapted to the crystal’s volume.
Table 9.3: Neutron and X-ray structural joint refinement statistics for CcP compound I at 100 K. The subscripts n and X refer to neutron and X-ray diffraction data respectively.

<table>
<thead>
<tr>
<th>Joint refinement</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{\text{min},n}$ (Å)</td>
<td>2.5</td>
</tr>
<tr>
<td>$d_{\text{min},X}$ (Å)</td>
<td>2.2</td>
</tr>
<tr>
<td>Number of unique reflections $N_n$</td>
<td>13661</td>
</tr>
<tr>
<td>Number of unique reflections $N_X$</td>
<td>22053</td>
</tr>
<tr>
<td>$R_{\text{work},n}$</td>
<td>0.1873</td>
</tr>
<tr>
<td>$R_{\text{work},X}$</td>
<td>0.1488</td>
</tr>
<tr>
<td>$R_{\text{free},n}$</td>
<td>0.2720</td>
</tr>
<tr>
<td>$R_{\text{free},X}$</td>
<td>0.2052</td>
</tr>
<tr>
<td>R.m.s. deviations</td>
<td></td>
</tr>
<tr>
<td>Bond lengths (Å)</td>
<td>0.011</td>
</tr>
<tr>
<td>Bond angles (°)</td>
<td>1.261</td>
</tr>
</tbody>
</table>

Transient compound I. The latter was produced by reacting the resting state with 1 equivalent of hydrogen peroxide. The UV-visible absorption spectra of cytochrome $c$ peroxidase in solution were measured by means of a SHIMADZU UV-240IPC UV-visible recording spectrophotometer. The error associated with the wavelength determination is of the order of the wavelength step used in the data collection $i.e.$ $\pm 1$ nm.

**Electronic paramagnetic resonance** Cytochrome $c$ peroxidase compound I was characterized by electronic paramagnetic resonance (EPR) both in solution and in single crystals. EPR measurements were performed at the Photon Science Institute of the University of Manchester by using the set-up described in Appendix D.2. In single crystals compound I was produced by soaking the crystal in mother liquor containing $\text{H}_2\text{O}_2$ 30 mM.

---

$^2$EPR measurements were carried out with the help of Dr Alistair Fielding and Maria Grazia Concilio.
for 60 minutes at 277 K. In solution compound I was formed by reacting the resting state with 5 equivalents of hydrogen peroxide. The mixing time was 15 seconds.

The EPR signal is normally reported as a function of the applied magnetic field or of the corresponding values of the Landé factor (g-values). The following equation defines the relationship between the two quantities:

\[ g = \frac{h\nu}{\mu_B B} \]  \hspace{1cm} (9.1)

where \( h \) is Planck’s constant, \( \nu \) is the value of the microwave frequency employed in the experiment and equals 9.402 GHz in this case, \( \mu_B \) denotes the Bohr magneton and \( B \) refers to the applied magnetic field.

### 9.2 Interpretation of the results

This section describes the results concerning the structural and spectroscopic studies of cytochrome \( c \) peroxidase compound I. The neutron crystallography structural determinations are presented first, followed by the complementary studies by UV-visible spectrophotometry and electronic paramagnetic resonance.

#### 9.2.1 Neutron crystallography

The neutron crystallography structure of \( CcP \) compound I allowed the unambiguous determination of the nature of the iron distal ligand and the protonation state of the catalytic residues including that of His-52 in the distal heme pocket.

The present section reports the description of the structural features of the active site in compound I as determined by neutron cryo-crystallography by adopting the procedure described in Section 5.2. The nuclear scattering density map of the active site is shown in Figure 9.2 while Figure 9.3 shows the electron density and the nuclear scattering density of the catalytic residues. At the end of the chapter, panel 9.13 reports side by side the neutron and X-ray maps of the distal and proximal heme pockets, for direct comparison, together with the model of the structure.
The structure of the active site  The catalytic site of CcP compound I at 100 K presents the characteristics described hereafter. Compared to the enzyme in the resting state, most of the protonation states of the catalytic residues are retained in the structure of compound I, with the exception of His-52. In compound I His-52 shows deuteration at both Nδ and Nɛ (see Figure 9.2 and 9.3 D). Nɛ of the Trp-191 radical is deuterated: the side chain therefore constitutes a protonated cation radical [20]. Compared to the ferric enzyme, Arg-48 has moved into the heme pocket. A water molecule in the active site donates a hydrogen bond to the \( \pi \) orbitals of the porphyrin ring and accepts a hydrogen bond from His-52 (Figure 9.13). The nuclear scattering density map indicates that the ferryl oxygen is not deuterated in the structure. This is consistent with the observed hydrogen bond network where the ferryl oxygen acts as a hydrogen bond acceptor to the Nɛ of Trp-51 and to the Nɛ of Arg-48, both of which are deuterated. This geometry can be interpreted in terms of a non-protonated Fe(IV)=O species. The 2F_o - F_c neutron map calculated in the absence of the ferryl oxygen shows a peak (3.8σ) in nuclear scattering density at (1.6 ± 0.4) Å from the iron atom (Figure 9.13 left) where the uncertainty was determined according to the procedure presented in Section 5.3. This interatomic distance is consistent with the most recent CcP compound I structures determined by X-ray crystallography [21], [22]. Nevertheless bond lengths provide only indirect information on the protonation state. Conversely the neutron structure shows unambiguously that the ferryl oxygen is not protonated. Figure 9.4 presents a schematic interpretation of the results.

9.2.2 UV-Visible spectrophotometry

This section describes the characterization of cytochrome \( c \) peroxidase compound I by UV-visible spectrophotometry both in single crystals and in solution. While UV-visible spectroscopy provides valuable information concerning the production of compound I by reaction with peroxide and its stability at cryogenic temperature, the results obtained by this technique are not unambiguous due to the similarity between compound I and compound II spectra in the region between 450 and 700 nm. Electronic paramagnetic
Figure 9.2: The structure of CcP compound I in the distal heme pocket at 100 K. The nuclear scattering density \( \sigma_A\)-weighted \( 2F_o - F_c \) map contoured at 2.2 root mean square (rms)\] is shown in magenta. The black contour \( \sigma_A\)-weighted neutron \( F_o - F_c \) map contoured at 3.5\( \sigma \] shows the difference density calculated by omitting the iron distal ligand. The following color scheme applies to the model of the structure: hydrogen atoms, magenta; deuterium, white; oxygen, red; nitrogen, blue; carbon, yellow; iron, orange sphere.

Resonance measurements were therefore required to complement the UV-visible absorbance experiment.

**Assessment of compound I formation upon reaction with peroxide by single crystal UV-visible spectrophotometry** Figure 9.5 (A) reports the UV-visible spectra of CcP in the resting state at 100 K. In single crystals the Soret absorbance band (close to 400 nm) saturates due to the elevated optical density and the informative spectral region is therefore comprised between 450 nm and 700 nm. The resting state at 100 K shows absorbance peaks at wavelengths of 542 nm, 579 nm and 624 nm with errors amounting to a few nanometers. It is worth observing that the absorbance of CcP in the resting state is temperature dependent as can be seen by comparison with Figure 6.7 in Section 6.2. By reacting the single crystal with peroxide as described in Section 9.1 compound I is formed. The spectrum at 100 K is shown in Figure 9.5 (B). Compound I shows absorbance peaks
Figure 9.3: The side chains of the catalytic residues in CcP compound I at 100 K. The nuclear scattering density \([\sigma_A\text{-weighted } 2F_o - F_c \text{ map contoured at 2.2 root mean square (rms)}]\) is shown in magenta. The electron density \([\sigma_A\text{-weighted } 2F_o - F_c \text{ map contoured at 2.6 rms}]\) is shown in blue. Color scheme as in Figure 9.2. (A) Trp-51, showing that N\(\epsilon\) is deuterated. (B) Arg-48, showing the deuteration of all the nitrogen atoms of the guanidinium group. (C) Trp-191, showing that N\(\epsilon\) is deuterated. (D) His-52, showing deuteration at both N\(\delta\) and N\(\epsilon\).

at 529 nm, 560 nm and 630 nm with errors amounting to a few nanometers, in agreement with [21].

Assessment of compound I stability at cryogenic temperature by single crystal UV-visible spectrophotometry Figure 9.6 (A) shows the UV-visible absorption spectrum of a single crystal of CcP compound I at 100 K. After absorption data collection the crystal was recovered and stored in liquid nitrogen over 20 days. Figure 9.6 (B) shows the spectrum of the crystal after storage at 77 K. Comparison of the two spectra shows
that no decay occurs during the time delay employed in the experiment.

**Study of compound I temperature dependence by single crystal UV-visible spectrophotometry**  As discussed in the case of cytochrome c peroxidase in the resting state, structural features of an enzyme’s active site such as the protonation state of catalytic side chains can vary with temperature. Information concerning the reaction mechanism of an enzyme can be inferred by considering structural features determined at temperature close to that present in physiological conditions. In cytochrome c peroxidase the UV-visible spectrum is informative of the structure of the active site, in particular a small structural modification in the active site gives rise to a change in the absorbance in the visible region of the electromagnetic spectrum. This was described in Chapter 7 where the temperature dependence of the structure of the active site in the resting state of CcP was observed to give rise to temperature dependent spectral features in the visible region. Compound I crystallographic structure can only be accessed at cryogenic temper-
Figure 9.5: UV-VIS absorption spectrum of a single crystal of CcP in the resting state at 100 K (A) and of compound I at 100 K (B). The vertical axis reports the optical density.

Figure 9.6: UV-VIS absorption spectrum at 100 K of a single crystal of D$_2$O-soaked CcP compound I (A). Spectrum of the same crystal after storage at 77 K for 20 days (B). The vertical axis reports the optical density.

ature since the exposure time required in the neutron diffraction experiment is longer by approximately two orders of magnitude than compound I half life at 298 K. Different from the resting state scenario, UV-visible spectrophotometry in compound I revealed that the active site structure is temperature independent in compound I as shown in Figure 9.7. This allowed the use of the neutron crystallography structure of compound I determined
at cryogenic temperature to extract information concerning the reaction mechanism of cytochrome $c$ peroxidase in physiological conditions.

Figure 9.7: Single crystal UV-VIS absorption spectra of CcP compound I at 298 K (A) and at 100 K (B). The vertical axis reports the optical density on an arbitrary scale. The spectra have been shifted along the vertical axis for clarity.

**Assessment of compound I formation upon reaction with peroxide by solution UV-visible spectrophotometry**  Formation of compound I in solution was assessed via UV-visible spectrophotometry by the methodology described in Section 9.1. Figure 9.8 shows the spectrum of CcP resting state at 298 K (blue) and of compound I at the same temperature (red). CcP resting state UV-visible spectrum at 298 K shows absorbance peaks at 408 nm, 506 nm, 540 nm (shoulder) and 640 nm with error of ±1 nm. Compound I spectrum at 298 K presents peaks at 419 nm, 530 nm, 560 nm and 627 nm (shoulder) with error of ±1 nm.

**Assessment of compound stability at cryogenic temperature by solution UV-visible spectrophotometry**  Compound I solution was stored at 193 K for 130 days. The solution was thawed and the absorbance was measured at 298 K (green spectrum in Figure 9.9). No significant changes in the spectral features appeared. Several spectra were
measured at different time delays after thawing as shown in Figure 9.9. A blue shift of the Soret band was observed indicating the decay of compound I to the ferric state at 298 K.

Figure 9.8: UV-VIS absorption spectra of CcP in solution at 298 K. The resting state is shown in blue and compound I in red. The vertical axis reports the optical density. Buffer: 10 mM KH$_2$PO$_4$, 150 mM KCl, pH 6.5.

**Determination of compound I half life in solution at 298 K** The stability of compound I in solution at 298 K was measured by reacting the resting state with hydrogen peroxide and by monitoring the decay of the absorbance at 419 nm over time. Figure 9.10 reports the absorbance at 419 nm as a function of time as determined experimentally (blue dots). Data were fitted by a negative exponential with equation:

$$A_{(409\,\text{nm})} = C_1 + C_2 e^{-kt}.$$  \hspace{1cm} (9.2)

The best fit curve is shown in Figure 9.10 (solid line) where the fitting parameter $k$ assumes the value:

$$k = (6.5 \pm 0.1) \cdot 10^{-3} \, \text{min}^{-1}. \hspace{1cm} (9.3)$$

$^3$Data were collected by Dr. Jaswir Basran, Department of Biochemistry and Henry Wellcome Laboratories for Structural Biology, University of Leicester.
Figure 9.9: UV-VIS absorption spectra of CcP in solution at 298 K. The resting state (black spectrum) and compound I (red) spectra are shown. Compound I spectra have been recorded before and after storage at 193 K for 130 days (red and green spectra respectively). After thawing, compound I spectra have been recorded at 298 K at different time delays: 10 minutes, blue spectrum; 25 minutes, cyan and 66 minutes, magenta. The vertical axis reports the optical density. Buffer: 10 mM KH$_2$PO$_4$, 150 mM KCl, pH 6.5.

The half-life for the decay of compound I to ferric state at 298 K, defined as the value $\tau_{1/2}$ that fulfills:

$$e^{-k\tau_{1/2}} = \frac{1}{2} \quad (9.4)$$

amounts to:

$$\tau_{1/2} = 107 \pm 2 \text{ minutes.} \quad (9.5)$$

This result is in approximate agreement with early data [23].

### 9.2.3 Electronic Paramagnetic Resonance

The investigation of compound I formation by reaction of the resting state with peroxide and the assessment of compound I stability at cryogenic temperature performed by
Figure 9.10: Absorbance at $\lambda = 419$ nm of CcP compound I in solution at 298 K as a function of time after reacting the resting state with 1.5 equivalents of hydrogen peroxide. Buffer: 10 mM KH$_2$PO$_4$, 150 mM KCl, pH 6.5.

UV-visible spectroscopy were complemented by electronic paramagnetic resonance measurements. There are two sources of ambiguity in cytochrome c peroxidase UV-visible experiments. First the spectrum of the resting state at 100 K is to some extent similar to that of compound I at 100 K in the spectral region accessible in single crystals, that is from 450 nm to 700 nm. In addition compound I and compound II UV-visible spectra are very similar [24].

By contrast EPR spectra permit to distinguish unambiguously the resting state and compound I, since both species exhibit characteristic signals. Nevertheless, it is worth pointing out that EPR-silent compound II cannot be detected in a direct way in EPR spectra.

An overview of electronic paramagnetic resonance in heme proteins is given in [25]. It is worthwhile mentioning that electronic paramagnetic resonance measurements are routinely carried out at temperatures below 10 K, this is required to limit the thermal population of the excited electronic Zeeman level in a magnetic field.

This section reports the study of compound I formation and stability at cryogenic temperature by EPR both in single crystals and in solution.
Single crystal electronic paramagnetic resonance  Compound I formation by reaction with hydrogen peroxide in single crystals was studied by comparing the EPR signal of the resting state with that of a reacted crystal. Figure 9.11 shows the EPR spectrum of a single crystal in the resting state at 5 K (top) and that of a single crystal of CcP compound I at 8 K (bottom). The ferric state shows a structured signal localized near $g = 6$. This is the characteristic signal of high spin ferric [Fe(III)] heme in agreement with [26]. Compound I is characterized by Fe(IV) and a cation radical species localized on Trp-191. Due to the presence of the radical species, compound I exhibits a characteristic EPR signal at Landé factor $g$ close to 2, the free electron Landé factor.

Figure 9.11: EPR spectra of a single crystal of CcP in the resting state at 5 K (top) and that of compound I at 8 K (bottom). The horizontal axis reports the magnetic field amplitude and the corresponding Landé factor values. The signal reported on the vertical axis is the derivative of the absorption signal. Both spectra were recorded with the following experimental conditions: 9.402 GHz, 0.5 mTesla modulation amplitude, 1 mW, 12 scans, 1024 points.
Solution electronic paramagnetic resonance Figure 9.12 (A) shows the EPR spectrum of a solution of CcP in the resting state at 4.5 K. CcP was reacted with hydrogen peroxide as described in 9.1 and the EPR spectrum was measured as shown in Figure 9.12 (B). The ferric EPR signal disappeared and compound I radical signal at Landé factor close to 2 was observed. The sample was stored in liquid nitrogen during 20 days. Figure 9.11 (C) shows the spectrum of the sample after storage. No signal decay was observed at $g$ close to 2 and no ferric signal arose at $g$ close to 6. Compound I appeared to be stable at 77 K.

Figure 9.12: EPR spectra of CcP in solution at 4.5 K. (A) Ferric CcP. (B) CcP compound I immediately after mixing with hydrogen peroxide. (C) The same sample as in (B) after storage in liquid nitrogen for 20 days. Spectra were recorded with the following experimental conditions: 9.402 GHz, 0.1 mTesla modulation amplitude, 0.05 mW, 4 scans, 2048 points. Buffer: 10 mM KH$_2$PO$_4$, 150 mM KCl, pH 6.5.

9.3 Concluding remarks

The structure of the intermediate state compound I of cytochrome $c$ peroxidase was investigated by neutron cryo-crystallography. The protonation states of the catalytic residues as well as the nature of the axial ligand of the heme iron in the distal pocket were iden-
tified. The following structural features are of particular relevance for the clarification of the catalytic pathway in cytochrome c peroxidase.

- The neutron structure of cytochrome c peroxidase compound I at 100 K shows that N$_e$ of catalytic residue His-52 is protonated.

- Furthermore the iron distal axial ligand is an oxygen atom.

These experimental determinations lead to new hypotheses concerning the reaction pathway from the resting state to compound I intermediate, as developed in Chapter II.

Complementary spectroscopic techniques were employed to assess compound I formation by reaction of the resting state with hydrogen peroxide. Compound I stability at cryogenic temperature was also verified. The absence of temperature dependence of compound I structural features as shown by UV-visible spectrophotometry suggests that the structure of compound I at cryogenic temperature is informative of the reaction mechanism in physiological conditions.
Figure 9.13: The structure of CcP compound I in the region of the heme at 100 K. Left: nuclear scattering density [$\sigma_A$-weighted $2F_o - F_c$ contoured at 2.2 root mean square (rms)] in the distal and proximal heme pocket is shown in magenta. The black contour [$\sigma_A$-weighted neutron $F_o - F_c$ contoured at 3.5$\sigma$] shows the difference density calculated by omitting the ferryl oxygen. Centre: electron density [$\sigma_A$-weighted $2F_o - F_c$ contoured at 2.6 rms] in the distal and proximal pocket is shown in blue. Right: the model of the structure of the distal and proximal heme pocket. Color scheme as in Figure 9.2.
Chapter 10

Preliminary studies on CcP compound II

This chapter describes preliminary studies aimed at the structural characterization of the transient intermediate compound II of cytochrome c peroxidase. Neutron crystallography was employed with the purpose of establishing the protonation state of catalytic residues and of the heme iron distal ligand. The study of hydrogen-related structural features in compound II active site is necessary to complete the understanding of the catalytic mechanism of cytochrome c peroxidase (Section 1.2). The structural characterization of compound II is required to clarify the reaction pathway that leads from compound I to compound II and from compound II back to the resting state of the enzyme.

Like compound I, compound II is a transient species at 298 K and for this reason neutron data collection in compound II was carried out at cryogenic temperature. Complementary techniques were employed to assess compound II formation via chemical treatment of the resting state both in solution and in single crystals. In particular ultraviolet-visible spectrophotometry and electronic paramagnetic resonance studies were carried out.

Due to the experimental difficulties encountered, the work carried out within the present project consisted only of preliminary experiments, described in the following sections. The experimental details of neutron and X-ray diffraction data collection, X-ray
and neutron structural refinement as well as concise technical information concerning spectrophotometry and electronic paramagnetic resonance data acquisition are reported in Section 10.1 of the present chapter. The preliminary results of the experiments are presented in Section 10.2.

10.1 Experimental methods

Fully deuterated (perdeuterated) cytochrome c peroxidase was expressed, purified and crystallized as reported in Appendix B. Neutron diffraction data were collected from a single crystal of fully deuterated CcP compound II at 100 K. X-ray crystallography data were collected at 100 K from the same crystal subsequent to neutron data collection.

This section describes the experimental details of neutron and X-ray crystallography data collection, the procedure adopted in structural refinement and the technical information concerning the complementary techniques employed for the characterization of compound II.

**Neutron data collection** A fully deuterated single crystal of CcP with volume of approximately 1 mm$^3$ was employed in neutron data collection from compound II. This catalytic intermediate was produced in the single crystal by adopting a two-step reaction protocol by Dr H. Kwon (University of Leicester). The crystal in the resting state was first reacted with sodium dithionite for 60 s. This reducing agent produces the ferrous intermediate of the heme iron which corresponds to the oxidation state Fe$^{2+}$. Compound II was formed by reacting the ferrous species with hydrogen peroxide 0.2 mM for 60 s (Figure 10.1). Both steps were carried out in anaerobic conditions and the crystal was cryo-cooled by immersion in liquid nitrogen without exposure to oxygen.

$$\text{resting state (Fe}^{3+}) \xrightarrow{Na_2S_2O_4} \text{ferrous state (Fe}^{2+}) \xrightarrow{H_2O_2} \text{compound II (Fe}^{3+})$$

Figure 10.1: Formation of CcP compound II by reacting anaerobically the resting state with sodium dithionite and subsequently with hydrogen peroxide.
The crystal was transferred to the sample position of the LADI-III beamline [2] at the Institut Laue-Langevin. The crystal was preserved at cryogenic temperature by a stream of nitrogen gas at 100 K from the Oxford Cryosystems Cobra - Non Liquid Nitrogen Open Flow System (Section 3.2) of the instrument LADI-III. Quasi-Laue neutron diffraction data to 2.2 Å resolution were collected. The crystal was held stationary at a different spindle angle setting for each exposure. In total 30 images were collected with exposure time of 12 hours per image. Three different crystal orientations were adopted. After neutron data collection the crystal was recovered and used for subsequent X-ray data collection.

Neutron data were processed using the program LAUEGEN [3] modified to account for the cylindrical geometry of the detector [4]. The values of the unit cell parameters determined by X-ray crystallography were introduced as an input to the indexing algorithm. The software LSSCALE [5] was employed to determine the wavelength normalization curve using the intensities of symmetry equivalent reflections measured at different wavelengths. No explicit absorption corrections were applied. Data were merged in SCALA [6]. Scaled and merged intensities were converted into structure factor amplitudes and associated error by means of the program TRUNCATE [7]. Data collection statistics are shown in Table 10.1 and indicators are defined in Section 4.3.

**X-ray data collection** X-ray diffraction data collection was carried out at the Henry Wellcome Laboratories for Structural Biology of the University of Leicester by Dr H. Kwon. Data were collected at 100 K from the same crystal employed in neutron data collection. Two data-sets of 360 and 220 images were collected with oscillation of 0.5° and exposure time of 5 s per image, using copper Kα radiation (wavelength 1.5418 Å) from a Rigaku 007 HF X-ray generator fitted with Osnic VariMax HF optics and a Rigaku Saturn 944+ CCD detector. The two data-sets were processed separately by means of the CCP4 suite of programs [13]. Recorded intensities were indexed and measured using iMOSFLM [14] then scaled and merged using AIMLESS [15]. Finally, the two datasets were scaled and merged by using AIMLESS. Statistics are shown in Table 10.2 and indicators are defined.
Table 10.1: Neutron data collection statistics for perdeuterated CeP compound II at 100 K. Values in parentheses refer to the highest resolution shell and \( d \) is the direct lattice interplanar distance.

<table>
<thead>
<tr>
<th>Space group</th>
<th>P2(_1)2(_1)2(_1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell dimensions</td>
<td></td>
</tr>
<tr>
<td>a, b, c (Å)</td>
<td>50.9        75.6       106.4</td>
</tr>
</tbody>
</table>

**Data collection**

<table>
<thead>
<tr>
<th>Wavelength (Å)</th>
<th>3.04 - 4.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range of ( d ) spacing (Å)</td>
<td>39.27 - 2.20 (2.32 - 2.20)</td>
</tr>
<tr>
<td>( R_{merge} )</td>
<td>0.194 (0.252)</td>
</tr>
<tr>
<td>( I/\sigma(I) )</td>
<td>6.2 (4.0)</td>
</tr>
<tr>
<td>Completeness (%)</td>
<td>52.9 (33.4)</td>
</tr>
<tr>
<td>Redundancy</td>
<td>3.8 (2.1)</td>
</tr>
</tbody>
</table>

in Section 4.3.

**Model refinement** Structural refinement was performed by using as a starting model the structure with Protein Data Bank accession code 2XJ5. This starting model, which does not contain hydrogen or deuterium atoms in the polypeptide, was modified to remove the heme iron distal ligand and solvent molecules. Structural refinement was carried out using the PHENIX software suite [9]. The model was refined by means of the X-ray terms alone. The modelling program COOT [11] was used to introduce solvent molecules according to positive peaks in the \( F_o - F_c \) electron density map and for all model modifications.

The X-ray refined model was modified to remove solvent molecules and employed as a starting point in refinement against neutron data. Joint X-ray and neutron refinement was also tested with poor results. Model refinement by using neutron diffraction data
Table 10.2: X-ray data collection statistics for perdeuterated CeP compound II at 100 K. Values in parentheses refer to the highest resolution shell and $d$ is the direct lattice interplanar distance.

<table>
<thead>
<tr>
<th>Space group</th>
<th>P2₁2₁2₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell dimensions</td>
<td></td>
</tr>
<tr>
<td>a, b, c (Å)</td>
<td>50.9 75.6 106.4</td>
</tr>
</tbody>
</table>

**Data collection**

<table>
<thead>
<tr>
<th>Wavelength (Å)</th>
<th>1.5418</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range of $d$ spacing (Å)</td>
<td>26.61 - 1.80  (1.84 - 1.80)</td>
</tr>
<tr>
<td>$R_{merge}$</td>
<td>0.103 (0.333)</td>
</tr>
<tr>
<td>$I/\sigma(I)$</td>
<td>15.6 (4.2)</td>
</tr>
<tr>
<td>Completeness (%)</td>
<td>98.9 (85.6)</td>
</tr>
<tr>
<td>Redundancy</td>
<td>10.2 (5.8)</td>
</tr>
</tbody>
</table>

was carried out in *PHENIX* [9]. Data to a resolution of 2.3 Å were considered with the additional criterion of rejecting reflections with $|F|/\sigma(F) < 3$. Deuterium atoms were added with the program *ReadySet* [9]. D₂O molecules were introduced according to positive peaks above $3\sigma$ in the $F_o - F_c$ nuclear scattering density map and model modifications were made by means of the modelling program *COOT* [11]. 251 D₂O molecules were added in total. Final refinement statistics are shown in Table 10.3 and indicators are defined in Section 5.1.

**Complementary techniques** Complementary experiments were carried out by Dr H. Kwon (University of Leicester). Single crystal ultraviolet-visible spectra were acquired at the Henry Wellcome Laboratories for Structural Biology of the University of Leicester by using the spectrophotometry set-up described in Appendix D.1. Compound II was formed in fully deuterated CeP single crystals by reaction with sodium dithionite for 60 s and subsequent treatment with hydrogen peroxide 0.2 mM for 60 s. Both steps were carried out.
Table 10.3: Neutron structural refinement statistics for perdeuterated CeP compound II at 100 K.

<table>
<thead>
<tr>
<th>Model refinement</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{\text{min}}$ (Å)</td>
<td>2.3</td>
</tr>
<tr>
<td>Number of unique reflections</td>
<td>9983</td>
</tr>
<tr>
<td>$R_{\text{work}}$</td>
<td>0.2568</td>
</tr>
<tr>
<td>$R_{\text{free}}$</td>
<td>0.3273</td>
</tr>
<tr>
<td>R.m.s. deviations</td>
<td></td>
</tr>
<tr>
<td>Bond lengths (Å)</td>
<td>0.001</td>
</tr>
<tr>
<td>Bond angles (°)</td>
<td>0.455</td>
</tr>
</tbody>
</table>

in anaerobic conditions. The crystal was subsequently cryo-cooled and its absorbance at 100 K was measured. In single crystal spectra the error associated with the determination of peak positions amounts to a few nanometers due to the difficulty in localizing peaks in spectra with significant measurement noise.

Solution electronic paramagnetic resonance measurements were performed at the Photon Science Institute of the University of Manchester with Dr. A. Fielding by using the set-up described in Appendix D.2.

10.2 Interpretation of the results

This section presents the results concerning the study of cytochrome $c$ peroxidase compound II. Compound II formation was successfully established by ultraviolet-visible spectrophotometry and electronic paramagnetic resonance as described in the following. The final part of this section concerns the neutron crystallography experiment, which did not produce data of sufficient quality to allow an interpretation of protonation states in the active site. The challenges associated with this experiment are discussed.
Assessment of compound II formation in single crystals by UV-visible spectrophotometry  Compound II formation by reaction with dithionite and subsequent treatment with peroxide was assessed by UV-visible spectrophotometry in single crystals. The spectral features of compound II in the visible region are very similar to those of compound I. For this reason also the intermediate product of the reaction protocol was characterized by spectrophotometry. Figure 10.2 (A) shows the absorbance spectrum in the visible region of a single crystal of Cp treated with sodium dithionite. The resting state characterized by ferric heme (Fe^{3+}) is reduced to the ferrous state (Fe^{2+}) showing absorbance peaks at 517 nm, 558 nm and 585 nm, with errors amounting to a few nanometers. Figure 10.2 (B) shows the visible spectrum of compound II produced in anaerobic conditions by treating a crystal in the resting state with sodium dithionite and subsequently with hydrogen peroxide as described in 10.1. Compound II exhibits absorbance peaks at 530 nm, 560 nm, and 634 nm with errors amounting to a few nanometers, similar to compound I and in agreement with [21].

Figure 10.2: UV-VIS absorption spectrum of a single crystal of Cp at 100 K. (A) Ferrous state produced by chemical reduction of the resting state. (B) Compound II produced by reacting the ferrous intermediate with hydrogen peroxide. The vertical axis reports the optical density.

Assessment of compound II formation in solution by electronic paramagnetic resonance  Compound II formation by reaction with dithionite and peroxide in anaerobic
conditions was assessed by solution electronic paramagnetic resonance (EPR) at 5 K. Both compound I and compound II were prepared and the EPR signal was recorded at 5 K. Figure 10.3 (A) presents the EPR spectrum of compound I showing the Trp-191 cation radical signal with Landé factor close to 2. Figure 10.3 (B) reports the spectrum of EPR-silent compound II.

![EPR spectrum of CcP](image)

Figure 10.3: Electronic paramagnetic resonance spectra of CcP in solution at 5 K. (A) Compound I. (B) Compound II. Both spectra were recorded with the following experimental conditions: 9.402 GHz, 0.1 mTesla modulation amplitude, 100 kHz, 1 mW, 2 scans, 2048 points.

**Neutron crystallography of CcP compound II** CcP compound II neutron scattering density maps did not allow the structural characterization of deuterium-related features of the active site. Unlike the resting state of the enzyme and the transient species compound I, the formation of compound II in cytochrome c peroxidase required chemical treatment of the single crystal with sodium dithionite. This is a strong reducing agent and it was observed that chemical treatment by dithionite perturbs the crystal order. This type of damage affected neutron diffraction to a greater extent compared to X-ray diffraction. In fact in the neutron diffraction experiment the beam diameter was set according to the crystal size with the purpose of illuminating the whole crystal volume (approximately 1 mm$^3$ in compound II). On the other hand, in the X-ray crystallography experiment only a small portion of the crystal was exposed.
Neutron diffraction spots were observed to a resolution of 2.2 Å, i.e. to reciprocal lattice indexes corresponding to real space minimum interplanar distance of 2.2 Å. This value of resolution is generally considered a very good achievement in a neutron crystallography experiment. However in the case of compound II spots were observed to be streaked hampering the accurate measurement of intensities. In addition the completeness of neutron data collection was poor, i.e. only a small fraction of reciprocal space was sampled. The number of unique reflections used in model refinement was small, compared to the number of refinable parameters (4 parameters per atoms and over 5000 atoms, including solvent). These factors hampered the quality of compound II neutron scattering density maps leading to the impossibility of unambiguous interpretation of protonation states.

10.3 Concluding remarks

The study of the transient intermediate compound II of cytochrome c peroxidase was limited to preliminary work within the present project. It was possible to demonstrate compound II formation in CcP by reaction of the resting state with sodium dithionite and subsequent oxidation by peroxide in anaerobic conditions. It was also possible to produce diffracting crystals of cryo-cooled, fully deuterated compound II. However the structural characterization of compound II by neutron crystallography was hampered by the difficulty in obtaining good quality diffraction data. In particular, data completeness was very poor, resulting in a small number of unique reflections used in refinement. In addition, the accurate integration of streaked diffraction spots was a challenge, hampering the reliability of results. The formation of neutron diffraction spots with distorted shape was attributed to the use of sodium dithionite in compound II preparation.

As an alternative to the use of sodium dithionite, compound II can be produced in a single crystal of CcP by photoreduction of compound I in an X-ray beam [21]. This approach might offer a viable alternative to chemical treatment. In this method the capability of assessing the X-ray dose required to reduce compound I to compound II without producing a significant amount of the fully reduced ferrous species would be critical. In
this case the combined use of ultraviolet visible spectrophotometry and electronic paramagnetic resonance would be required. The two techniques are in fact complementary. The first does not allow to distinguish between compound I and compound II but presents different features in the ferrous state. Conversely, the latter highlights compound I presence, while both compound II and the ferrous species are silent in EPR measurements.
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Part IV

Discussion and conclusions
Chapter 11

The revised reaction mechanism

The protonation states of the key catalytic residues and of the heme iron distal ligand were determined by neutron crystallography in the resting state of cytochrome c peroxidase and in the intermediate compound I. The present chapter describes the consequences of these findings on the formulation of the reaction mechanism from the resting state of the enzyme to the transient species compound I.

In the first part of this chapter the relevance of crystallographic studies in the clarification of the catalytic pathway in physiological conditions is discussed. In the second part two alternative formulations of the reaction pathway are proposed.

11.1 Considerations on cryo-crystallography

This section addresses the question whether the crystallography studies of cytochrome c peroxidase presented in this work are relevant for the purpose of clarifying the reaction mechanism. First, the enzyme was verified to be active in the single crystal: upon soaking the crystal with peroxide compound I was formed as verified by ultraviolet-visible spectrophotometry and electronic paramagnetic resonance. In addition, as extensively discussed in Chapter 1 cold neutrons are non-ionizing radiation. Hence the probed structure is not altered by the experimental probe. Last, the use of cryo-crystallography appears to perturb the structure of CcP in the resting state. The effect of temperature on the configuration
of the active site in CcP is described in Chapter 12. The relevance of the structures determined at cryogenic temperature in the context of the study of CcP catalytic mechanism is discussed hereafter.

The resting state of CcP  Cold neutrons do not induce radiation damage in protein crystals and it was possible to determine the neutron crystallography structure of cytochrome c peroxidase at 298 K (Chapter 6). The protonation states in the active site of the enzyme were determined at this temperature close to physiological conditions. It is well established that the resting state of CcP is temperature dependent [1], [2]. In particular the ultraviolet-visible absorption spectra show a significant change with temperature suggesting a concomitant change in the active site features as shown in Figure 11.1. The structure of the resting state at cryogenic temperature of 100 K was determined (Chapter 7 and 8), showing fundamental differences in protonation states with respect to the structure at 298 K. While the temperature dependence of structural features in the resting state of CcP is discussed thoroughly in Chapter 12, it is worthwhile stressing here the implications of this dependence in terms of the study of reaction mechanism. Concerning the resting state of the enzyme, it is necessary to consider the structure at physiological temperature within the context of the investigation of reaction pathway, since this one differs from the structure at cryogenic temperature which is therefore not relevant in the study of the catalytic activity.

The transient compound I of CcP  At ambient temperature the half-life of CcP compound I amounts to several hours (Chapter 9). Due to the transient nature of this intermediate with a short half-life compared to the time-scales of typical neutron crystallography experiments, neutron diffraction data collection at ambient temperature is not viable. Differently from the case of the resting state, cryo-crystallography in compound I appears to be justified as a consequence of the lack of temperature dependence of the features of this intermediate. Ultraviolet-visible spectrophotometry studies (presented in Chapter 9) image here reported for convenience in Figure 11.2 show that the spectral features in compound I do not change with temperature suggesting that the crystallographic
Figure 11.1: Single crystal ultraviolet-visible absorption spectra of CeP in the resting state at 298 K (A) and at 100 K (B). The vertical axis reports the optical density on an arbitrary scale. The spectra have been shifted along the vertical axis for clarity.

structure of the cryo-trapped intermediate is informative of the reaction mechanism in physiological conditions.

11.2 The catalytic pathway to compound I

The understanding of the mechanism of peroxide oxygen-oxygen bond cleavage by peroxidases leading to the formation of compound I has raised the interest of a number of investigators [3]. This portion of the catalytic cycle of cytochrome c peroxidase was invariably formulated by assuming that His-52 in the distal heme pocket is found in the neutral, single-protonated state both in the resting state and in transient compound I [4], [5]. This long-standing description of reaction mechanism assumes that His-52 first acts as a base-catalyst to deprotonate peroxide. Then His-52 acts as an acid-catalyst to protonate peroxide and release water. This mechanism is not compatible with the findings of the present work.

The neutron crystallography structures of cytochrome c peroxidase in the resting state and of the transient compound I revealed the protonation states of the residues in the active site and the nature of the heme iron distal ligand. In the resting state His-52 was
observed to be single protonated and hence neutral (Figure 11.3 left) while the heme iron distal ligand was identified as a water molecule (Figure 11.4 left). In transient compound I His-52 was observed as double-protonated (Figure 11.3 right). This was unexpected and revealed that the traditional role of His-52 as a base-catalyst first and an acid-catalyst then, leading to a single protonated His-52 in compound I, needs to be reassessed. The heme iron distal ligand was identified as a non-protonated oxygen atom in compound I (Figure 11.4 right) providing an answer to the long-standing question concerning the nature (ferryl-oxo or ferryl-hydroxide) of this intermediate. These experimental findings lead to the formulation of two alternative reaction pathways from the resting state of CcP to the transient compound I.

The proposed reaction mechanism (I) The first hypothesis concerning the reaction pathway of cytochrome c peroxidase from the resting state to compound I is represented schematically in Figure 11.5. In the resting state of the enzyme $N_e$ of His-52 is not protonated (A). Due to the geometry of the region, $N_e$ lone-pair does not interact ideally
Figure 11.3: The catalytic residue His-52. Left: the resting state at 298 K with nuclear scattering density $[\sigma_A\text{-weighted } 2F_o - F_c \text{ map contoured at 2.6 root mean square (rms)}]$ in magenta and electron density $[\sigma_A\text{-weighted } 2F_o - F_c \text{ map contoured at 2.4 rms}]$ in blue. Right: transient compound I at 100 K with nuclear scattering density $[\sigma_A\text{-weighted } 2F_o - F_c \text{ map contoured at 2.2 root mean square (rms)}]$ in magenta and electron density $[\sigma_A\text{-weighted } 2F_o - F_c \text{ map contoured at 2.6 rms}]$ in blue. The following color scheme applies to the model of the structure: hydrogen atoms, magenta; deuterium, white; nitrogen, blue; carbon, yellow.

with any hydrogen bond partner. In the first step a hydrogen peroxide molecule replaces the water ligand in the active site forming a peroxide-bound complex (B). $N_\epsilon$ lone-pair interacts favorably with peroxide as shown in (B). His-52 acts as a base-catalyst and extracts a proton from peroxide. A proton is provided by the surroundings (C) producing the cleavage of the oxygen-oxygen bond and the release of one water molecule. Compound I is formed with a positively charged His-52 residue, in agreement with the experimental findings (D). The acid-catalyst role of His-52 occurs after compound I formation, so that a neutral His-52 residue is formed before a second turn-over of the enzyme takes place.

The proposed reaction mechanism (II) The second hypothesis is shown in Figure [II.6] Hydrogen peroxide replaces water in the active site and His-52 $N_\epsilon$ lone pair interacts favorably via hydrogen bonding with peroxide (B). A proton is supplied by the surround-
ings and the oxygen-oxygen bond is cleaved. One water molecule is released producing an iron-hydroxide species (C). This species might be stabilized by the interaction with Arg-48 which is positively charged. A direct proton transfer occurs from the hydroxide ligand to the distal histidine $N_{\epsilon}$ that acts as a base-catalyst in this step producing compound I with a ferryl-oxo species and positively charged His-52 (D). The distal histidine $pK_a$ ($pK_a = -\log K_a$, where $K_a$ is the acid dissociation constant) was reported to have a value between 4 and 5 [4], [6]. The proton transfer from the ferryl hydroxide group to neutral His-52 would be possible if the ligand $pK_a$ was lower than that of His-52. This value is not known reliably for a hydroxide group in the heme environment.

In both scenarios active site water molecules or fully protonated Arg-48 may participate in proton relay networks providing the proton required during compound I formation [Figure 11.5 (C) and 11.6 (B)].

The main difference between the two mechanisms, in addition to the formation of an iron-hydroxide intermediate in pathway II, resides within the order of events. In pathway I His-52 is protonated [step (B) to (C)] before water is lost from the iron(III)-peroxy species. On the other hand in pathway II His-52 protonation follows the collapse of the iron(IV)-hydroxide intermediate [step (C) to (D)].

The experimental determination of the favored pathway is an intricate problem. For ex-
ample, it can be argued that replacement of positively charged Arg-48 for a neutral residue via site-directed mutagenesis would result in the suppression of the enzyme turnover rate if pathway II was the preferred route. In fact positively charged Arg-48 is likely to have a role in the stabilization of the iron-hydroxide species in pathway II. However inspection of the proposed mechanisms reveals that this experiment would not help in distinguishing between the two. In fact Arg-48 may be involved in proton relay networks in both scenarios and its removal would not be informative of the preferred route.

Stopped-flow spectroscopic measurements in the visible region might show the different species being formed if the acquisition rate is sufficiently rapid compared to the decay rate of the species of interest. In addition, numerical simulations may point to one of the routes being preferred.

11.3 Concluding remarks

The neutron crystallography study of cytochrome c peroxidase in the resting state and of the transient compound I lead to the unambiguous determination of protonation states in the active site. In the resting state the temperature dependence of the structural features implies that it is necessary to consider the crystallography structure determined at 298 K when the purpose is that of studying the reaction mechanism. The same does not hold in the case of compound I where ultraviolet-visible measurements do not show temperature-dependent features.

The neutron crystallography structure of compound I revealed that His-52 is double-protonated in this intermediate and this is not compatible with the reaction mechanism proposed before this work. Based on the experimental findings, two alternative reaction pathways were proposed, where His-52 retains a proton upon formation of compound I.
Figure 11.5: The reaction pathway leading to the formation of compound I of cytochrome c peroxidase as formulated in hypothesis (I) in the text.
Figure 11.6: The reaction pathway leading to the formation of compound I of cytochrome c peroxidase as formulated in hypothesis (II) in the text.
Chapter 12

The temperature dependence of key catalytic features

The present chapter describes the effect of temperature on the structural features of the catalytic site of cytochrome c peroxidase in the resting state. The correlation between structural features and spin states of the heme iron at different temperatures is discussed.

12.1 Neutron crystallography study of temperature dependence

Temperature dependent effects have been observed in a number of biomolecular systems. These effects include alterations in ligand binding sites in protein structures [8], spin state changes in heme proteins [9] and variations in the number and position of water molecules bound to a protein structure [7]. These examples illustrate the diversity of temperature induced alterations in biomolecules.

In cytochrome c peroxidase the presence of temperature dependent features was recognized in early investigations [1], [2]. In the present work the temperature dependence of the structural features in the catalytic site of cytochrome c peroxidase was investigated primarily by neutron crystallography. This allowed the study of protonation states of the...
catalytic residues and of the heme iron axial ligand in the absence of radiation damage both at ambient temperature and at cryogenic temperature of 100 K.

The neutron crystallography structure of the resting state of CcP at ambient temperature is presented in Chapter 6 while that of the resting state at cryogenic temperature of 100 K is described in Chapter 7. The structure of fully deuterated CcP in the resting state at 100 K is presented in Chapter 8. Significant differences have been observed by comparing the structure at 298 K to those at 100 K. In particular the protonation state of catalytic His-52 in the distal heme pocket and the nature of the heme iron axial ligand in the distal heme pocket proved to be temperature dependent.

**The protonation state of His-52** The neutron crystallography structure of cytochrome c peroxidase in the resting state at 298 K shows that the catalytic residue His-52 in the distal heme pocket is single-protonated (deuterated) at Nδ (Section 6.2) as shown in Figure 12.1 A. By contrast the structure of the resting state at 100 K reveals that this residue is double-protonated at Nδ and Nε (Section 7.2) as reported in Figure 12.1 B. The structure of the fully deuterated version of the resting state shows that His-52 is double-protonated (deuterated) with Dε site being partially occupied (Section 8.2) as shown in Figure 12.1 C.

Although it is not possible to exclude that variations in the extent of deuteration can lead to minor alterations in the structure, the difference in the occupancy of Dε observed in the structures at 100 K with different deuteration levels is more likely ascribable to the difference in the quality of the refined structures (structural refinement statistics in Table 7.3 and 8.3). Lower resolution data are less likely to be informative of subtle details such as partial occupancy of atoms.

Since the resting state of CcP is temperature dependent, its structure at temperature close to physiological conditions should be considered when the purpose is that of investigating the reaction mechanism (Chapter 11). The protonation state of His-52 in the resting state has fundamental implications on the reaction pathway leading to the formation of compound I. Since it is single-protonated at physiological temperature, His-
assumes the role of a base-catalyst during compound I formation. This would not be possible in case of double protonation of this residue in the resting state.

The nature of the heme iron distal ligand The neutron crystallography structure of cytochrome c peroxidase in the resting state at 298 K allowed the identification of the heme iron distal ligand as a well ordered, fully occupied water molecule (Section 6.2) as reported in Figure 12.2 (left). As anticipated in Chapter 7 the structure of the resting state at 100 K did not lead to the unambiguous identification of the ligand. It was observed that at 100 K the neutron scattering density in the region of the ligand is not compatible with a well-ordered water molecule, but testing of different ligands in the active site did not provide a conclusive answer to the question concerning the protonation state of the iron-bound oxygen atom. The use of a fully deuterated sample allowed to improve data quality and it was possible to study the nature of the distal ligand via ligand testing as described in Section 8.2. In the structure determined at 100 K the scattering density in the ligand region was interpreted by modeling the ligand as an hydroxide group (Figure 12.2 right).
Figure 12.1: The protonation state of His-52 in the resting state of CcP. The nuclear scattering density map is shown in magenta. The following colour scheme applies to the model of the structure: hydrogen atoms, magenta; deuterium, white; nitrogen, blue; carbon, yellow. (A) Partially deuterated CcP at 298 K with $\sigma_A$-weighted $2F_o - F_c$ map contoured at 2.6 root mean square (rms). (B) Partially deuterated CcP at 100 K with $\sigma_A$-weighted $2F_o - F_c$ map contoured at 2.8 rms. (C) Fully deuterated CcP at 100 K with $\sigma_A$-weighted $2F_o - F_c$ contoured at 2.0 rms.
12.2 The correlation between structural and spin state variations with temperature

The temperature dependence of absorbance peak positions in the visible spectra of CcP in the resting state is well established and its relation with a change in the spin state of the heme iron was discussed in the early days of CcP studies [1], [2]. This section illustrates the findings of the present work concerning the relationship between the nature of the heme iron distal ligand as determined by neutron crystallography and the iron spin state as studied by ultraviolet-visible spectrophotometry.

The ferric ion Fe$^{3+}$ is characterized by electronic configuration [Ar]3d$^5$. In heme proteins this ion constitutes the metal center of a distorted octahedral coordination complex and exists in different spin states. In crystal field theory ligands are approximated to point charges and the metal center-ligand interaction to a purely electrostatic coupling. The covalent character of the metal-ligand interaction is not considered and the resulting model is far from being realistic. Nevertheless this simplistic theory accounts for the existence of different spin states of the iron ion as a result of the energy splitting of d-orbitals produced by the octahedral ligand field. The electronic configuration of Fe$^{3+}$ in an octahedral coordination geometry can be either high-spin $t_{2g}^3e_{g}^2$ (Figure 12.4 left) or low-spin...
$t_{2g}^5$ (Figure 12.4 right).

Figure 12.3: Energy splitting of the d orbitals of a transition metal ion in an octahedral ligand field. Left: free ion. Right: octahedral field. The vertical axis represents the direction of increasing energy. The d orbitals are split by the energy $\Delta_o$ in two groups labeled $e_g$ and $t_{2g}$ according to symmetry properties.

Figure 12.4: Spin configurations for the ion Fe$^{3+}$ in an octahedral ligand field. Left: high-spin configuration. Right: low-spin configuration. The vertical axis represents the direction of increasing energy.

It was established [10] that in cytochrome c peroxidase the species Fe$^{3+}$-OH$_2$ is characterized by a high-spin ground state and by a thermally populated low-spin excited state. On the other hand the species Fe$^{3+}$-OH is characterized by a low-spin ground state and by a thermally populated high-spin excited state.

Single crystal absorbance spectra of CcP in the resting state are presented as a function of temperature in Chapter 7. The spectra at 100 K and at 298 K are here reported for convenience in Figure 12.5. These measurements are in agreement with what was determined in [1], [2] where the absorbance features in the visible region were assigned to different spin states of the heme iron. In particular, the absorbance features in the spectrum recorded at 298 K were attributed to a prevalence of the high-spin species.
Conversely those in the spectrum at 100 K were assigned to a prevalence of the low-spin species.

Figure 12.5: Single crystal ultraviolet-visible absorption spectra of CcP in the resting state at 298 K (A) and at 100 K (B). The vertical axis reports the optical density on an arbitrary scale. The spectra have been shifted along the vertical axis for clarity.

The structural findings concerning the nature of the heme iron distal ligand presented within this work provide direct evidence that the spin state variation observed by spectrophotometry in the visible region at 298 K and 100 K follows from the presence of different ligands at different temperatures. The neutron crystallography structure of the resting state at 298 K unambiguously identifies the heme iron ligand as a water molecule. As stated above, in these circumstances the high-spin configuration represents the ground state as observed by spectrophotometry in the visible region (Figure 12.5). On the other hand the neutron crystallography structure at 100 K reveals that the iron ligand is an hydroxide group. As anticipated above the low-spin state constitutes the ground state in this scenario, in agreement with the spectrophotometry study (Figure 12.5). These results are summarized schematically in Figure 12.6.

It is worthwhile observing that the electronic paramagnetic resonance spectrum of the resting state at 4.5 K shows a signal close to Landé factor $g = 6$ which is typical of high spin heme (Figure 9.11). The low spin ferric heme signal, which is expected to be the
dominant one due to the larger population of the low spin state at cryogenic temperature, is in fact suppressed by power saturation effects that take place at this temperature (i.e. long relaxation times of the low spin species). As a result only the EPR signal of the thermally populated high spin state is observed at 4.5 K, in agreement with [11]. EPR measurements at 100 K show that the low spin EPR signal is the dominant one at this temperature [11], in agreement with the discussion above.

Figure 12.6: Schematic summary of the findings concerning the temperature dependence of structural features and spin states in CeP resting state. Left: 298 K. Right: 100 K.

12.3 Concluding remarks

The neutron crystallography structures of the resting state of cytochrome c peroxidase at 298 K and at 100 K showed remarkable differences. In particular the protonation state of catalytic His-52 and of the heme iron distal ligand were determined to be temperature dependent. The onset of cryo-artifacts in the structure of the active site of CeP in the resting state was investigated by neutron crystallography and the relationship with the temperature dependent absorbance features in the visible region was discussed in terms of the spin state of the heme iron.
It is worthwhile stressing as a general point that cryo-induced artifacts may cast doubt on the reliability of structural determinations at cryogenic temperature when the purpose is that of studying the physiological status. In the case of CcP resting state the temperature dependence of the structural features of the active site i.e. the presence of cryo-artifacts at 100 K, prevented the use of the structure determined at 100 K for the study of reaction mechanism. Instead, the structure determined at ambient temperature was employed for this purpose. The same does not hold in the case of the study of compound I whereby the use of the cryogenic temperature structure for the elucidation of reaction mechanism appeared to be legitimate as discussed in Chapter [11].
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Part V

Appendix
Appendix A

Cytochrome c peroxidase expression, purification and crystallization

This appendix reports the protocol for the expression, purification and crystallization of cytochrome c peroxidase. Deuterium exchanged crystals employed in the neutron crystallography work were obtained either by crystallizing the protein in a D$_2$O containing medium or by soaking fully hydrogenated crystals in such medium.

A.1 Introduction

The MKT variant of cytochrome c peroxidase (CcP) [1] was cloned by the PROTEX service of the University of Leicester into the expression plasmid pLEICS-03. The plasmid carries kanamycin resistance and tobacco etch virus cleavable N-terminus His-tag.

Vector amplification was carried out by A. Gumiero by transformation into E. coli XL1 Blue supercompetent cells [2]. Plasmid DNA was isolated and transformed into E. coli BL21 DE3 Gold competent cells.
A.2 Cytochrome c peroxidase expression

The expression of cytochrome c peroxidase was carried out by means of *E. coli* BL21 DE3 Gold expression system. Vector-carrying cells were selected throughout the expression procedure by exploiting their kanamycin resistance.

An agar-LB plate made up with 15 ml of agar-LB medium (see section C) and containing a final kanamycin concentration of 30 µg/ml was streaked with the transformed BL21 DE3 Gold *E. coli* cells. The plate was incubated overnight at 37°C.

A single colony was used to inoculate 5 ml of sterilized LB medium (see section C) containing a final kanamycin concentration of 30 µg/ml. The culture was incubated for 6 hours at 37°C and shaken at 225 rpm. The culture was used to inoculate 320 ml of sterilized LB medium (see section C) containing a final kanamycin concentration of 30 µg/ml. This was incubated overnight at 37°C and shaken at 225 rpm.

Eight flasks containing 1 l of sterilized LB medium per flask (see section C) and a final kanamycin concentration of 30 µg/ml were prepared. An aliquot of 40 ml of culture was added to each flask. The flasks were incubated at 37°C and shaken at 225 rpm until the optical density (O.D.) at wavelength of 600 nm reached the value of 0.8 absorbance units (A.U.). This process took approximately two hours.

The temperature of the incubator was set at 22°C. Protein expression was induced by adding a solution of 1 M β-D-1-thiogalactopyranoside (IPTG) to a final concentration of 1 mM. The flasks were incubated at 22°C and shaken at 225 rpm overnight.

The cells were harvested by centrifugation at 4500 rpm and 4°C for 15 minutes. The precipitate was frozen and stored at −80°C.

A.3 Cytochrome c peroxidase purification

A two-step purification procedure was performed with little modification of the method previously reported in [3] and [4] yielding highly pure MKT-CeP. The procedure was carried out at 0°C - 4°C. Due to the high yield of the expression process the product of 4 l of bacterial culture was split in two or more parts before purification in order to avoid
the overload of chromatographic columns.

The frozen precipitate was suspended in 40 ml of buffer A (see section C). Protease activity was inhibited by adding 1.5 ml of phenylmethane-sulfonyl fluoride (PMSF) solution (see section C). The suspension was sonicated at 0°C by eight sonication cycles of one minute each, with one minute of pause between cycles to prevent sample overheating. The suspension was spun at 19,000 rpm and 4°C for 40 minutes. The supernatant was collected and 1.6 ml of hemin solution (see Appendix C) were added in order to induce protein reconstitution. The solution was gently stirred for two hours at 4°C.

The first purification step was performed by means of nickel-NTA-agarose affinity chromatography (12 ml of resin). At high pH the histidine residues constituting the N-terminus His-tag of CcP bind the Ni²⁺ ions. The protein was eluted by setting the pH at a value below the histidine pKₐ value.

The nickel-NTA-agarose column was equilibrated with buffer B (Section C) and the protein solution was loaded. The column was washed with 200 ml of buffer B followed by 500 ml of wash buffer (Section C). The protein was eluted by means of elution buffer (Section C) and the first 10 - 20 ml were discarded. The purity of the protein was assessed by sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) as shown in Figure A.1.

The pH of the protein solution was set to 6 by titration with KH₂PO₄ 1M at pH 10 and the solution was concentrated up to approximately 10 mg/ml. Protein concentration was determined via UV-visible spectrophotometry by using the known value of the extinction coefficient corresponding to the maximum of the Soret band $\epsilon = 135 \text{mM}^{-1} \text{cm}^{-1}$.

A highly pure product was obtained by gel filtration chromatography using a GE Healthcare 16/60 HiLoad™ Superdex™ 75 chromatographic column. The product of 4 l of culture was split into several batches in order to prevent gel filtration column overloading. The column was previously equilibrated with FPLC buffer and the sample was run at 0.2 ml/min by using the same buffer (Section C).

Figure A.2 shows the chromatogram namely the 280 nm absorption as a function of the elution volume. The gel filtration chromatography fractions corresponding to the
second half of the highest peak of the chromatogram were collected. The size exclusion chromatography yielded a highly pure product as shown in Figure A.1. Figure A.3 reports the UV-visible spectrum of the product. It is worthwhile observing that the spectrum shows absorbance near 640 nm: this is attributed to charge transfer transitions from the porphyrin to the metal cation in high spin ferric systems [5].

Figure A.1: CcP purity assessment by SDS-polyacrylamide gel electrophoresis. Lane 1: reference marker with molecular weights expressed in kDa; lane 2: nickel-NTA-agarose chromatography flowthrough during sample loading; lane 3 and 4: nickel-NTA-agarose chromatography flowthrough while washing; lane 5: CcP eluted from nickel-NTA-agarose chromatographic column; lane 6: FPLC peak at large molecular weight and 51 ml in figure A.2; lane 7: CcP eluted from gel filtration chromatographic column.

A.4 Cytochrome c peroxidase crystallization

Cytochrome c peroxidase was concentrated to 5 - 10 mg/ml and dialysed against double-distilled water at 4 °C for 4 - 6 days in a pre-hydrated dialysis tube of suitable size provided with a 6 - 8 kDa cut-off cellulose membrane (Novagen, D-Tube™ Dialyzers).

After 4 - 6 days of dialysis the protein precipitates forming a dark, amorphous aggregate. Precipitate and supernatant were collected in 1.5 ml tubes and spun in a table-top
centrifuge at 13,000 rounds per minute (rpm) and 4 °C for 5 minutes. The supernatant was removed and the protein was dissolved in buffer C whose composition is described in section C. The dialysis tube was washed with buffer C. The CcP solutions were merged in 1.5 ml tubes and spun in a table-top centrifuge at 13,000 rpm and 4 °C for 5 minutes. A white precipitate was observed. The supernatant was collected and transferred in one or more pre-hydrated dialysis tubes for the next dialysis cycle against double-distilled water at 4 °C.

The dialysis cycle was repeated 5 - 7 times. The first dialysis cycles yielded an amorphous precipitate while the last few cycles yielded needle-like crystals.

Finally the CcP solution was transferred to a 100 µl microdialysis button that was closed by using a pre-hydrated cellulose 12-14 kDa cut-off membrane. The protein was dialysed against CcP crystallization buffer whose composition is described in Section C. Crystals of different size were observed after few days. Deuterium exchanged crystals were produced by using the same crystallization buffer in which D₂O was used instead of H₂O.

A photograph of deuterium exchanged crystals is shown in Figure A.4. It is worthwhile observing that the CcP crystallization buffer contains 30% MPD: this diol enhances protein crystallization and acts as cryoprotectant in low temperature experiments preventing the formation of crystalline ice.
Figure A.3: UV-VIS spectrum of CeP collected from the FPLC fractions corresponding to the second half of the highest peak of the chromatogram in Figure A.2. The insert shows the spectral region between 470 and 700 nm.

Figure A.4: Deuterium exchanged CeP crystals.
Appendix B

The production of fully deuterated cytochrome c peroxidase

In this appendix the protocol for the expression of the perdeuterated version of cytochrome c peroxidase is described, together with the preliminary study of protein expression levels in different media and solubility. The purification of perdeuterated CcP was carried out in a fully hydrogenated environment as described in section A.3. Perdeuterated crystals were obtained as reported in section A.4 by carrying out the last crystallization stage in D$_2$O containing crystallization buffer. The production of perdeuterated cytochrome c peroxidase was carried out with Dr Juliette Devos at the D-LAB facility of the Institut Laue-Langevin (Grenoble, France).

The expression of perdeuterated protein is achieved by growing E. coli in a fully deuterated medium. The growth of bacteria for the expression of hydrogenated protein is carried out in the nutritionally rich lysogeny broth (LB) as described in Appendix A.1. However, a deuterated version of this medium composed of tryptone and yeast extract is not available. A minimal medium containing the minimum amount of nutrients necessary for the growth of bacteria is therefore employed for the growth of E. coli in a fully deuterated environment. The minimal medium is composed of D$_2$O, metal salts and a deuterated carbon source, in this case D-glycerol. The growth of bacteria in such medium is slow.
B.1 Preliminary work

\textit{E. coli} BL21 DE3 Gold competent cells were transformed with the expression plasmid pLEICS-03, as reported in Appendix A.1. The plasmid carries kanamycin resistance allowing the selection of vector-carrying cells throughout the procedure.

This section reports the preliminary study of the level of expression of CrP in different media and its solubility. The first part refers to lysogeny broth (LB) medium. The second part to hydrogenated minimal medium and the third part to deuterated minimal medium.

B.1.1 Expression in LB medium and solubility study

An agar-LB plate made up with 15 ml of agar-LB medium (see section C) and containing a final kanamycin concentration of 30 $\mu$g/ml was streaked with the transformed BL21 DE3 Gold \textit{E. coli} cells. The plate was incubated overnight at 37°C.

Expression study in LB medium

A single colony was used to inoculate 10 ml of sterilized LB medium (see section C) containing a final kanamycin concentration of 30 $\mu$g/ml. The culture was incubated at 37°C and shaken at 190 rpm. After 24 hours the optical density (O.D.) reached the value 8.5 A.U.

Three aliquots of 250 $\mu$l each were extracted from the culture. Each aliquot was diluted in kanamycin containing LB medium to obtain an O.D. of 0.2 A.U. The three cultures were incubated at 37°C for several hours. Expression was induced by adding IPTG to a final concentration of 1 mM when the O.D. reached a value between 0.6 and 0.9 A.U. 1 ml of uninduced sample was saved for comparison for each of the three cultures. The first induced culture was incubated for 3 hours at 37°C, the second was incubated overnight
at 30°C and the third was incubated overnight at 20°C. The O.D. of the induced cultures were measured and samples of each culture were extracted.

For each culture uninduced and induced samples were run on a SDS-PAGE to assess the expression level at different temperatures. The sample volumes used in SDS-PAGE were assessed in order to have the same quantity of cells when comparing uninduced and induced samples. SDS-PAGE samples were prepared by centrifugation of the appropriate volume of cell culture in a table top centrifuge at maximum speed for 2 minutes. The supernatant was removed and the precipitate was suspended in 25 μl of SDS-PAGE sample buffer (see Section C.3) and 25 μl of urea 8 M. The SDS-PAGE samples were heated at 100°C for 10 minutes and spun in a table top centrifuge at 8000 rpm for 1 minute.

The SDS-PAGE in Figure B.1 shows uninduced and induced samples at 37°C in lanes 2 and 3, uninduced and induced samples at 30°C in lanes 6 and 7, uninduced and induced samples at 20°C in lanes 10 and 11.

**Solubility study**

Each induced culture was centrifuged at 5,000 rpm for 12 minutes. The supernatant was removed and the precipitate was resuspended in 1 ml of buffer A (see section C). Cell lysis was achieved by bead milling. A volume of 500 μl of glass beads with a diameter of 0.1 mm (Scientific Industries Inc.) was added to each of the three suspensions. The suspensions were shaken in a cell disruptor (Disruptor Genie, Scientific Industries Inc.) for 6 minutes. Aliquots with a volume of 50 μl were extracted from each sample and spun in a table top centrifuge at maximum speed for 2 minutes.

Both precipitate and supernatant were collected for each sample and run on a SDS-PAGE to assess the solubility of the perdeuterated protein. The supernatant was mixed with an equal volume of SDS-PAGE sample buffer (see section C). The precipitate was suspended in buffer A and SDS-PAGE sample buffer 1:1, to a final volume equal to the final volume of the supernatant sample. The SDS-PAGE samples were heated at 100°C for 10 minutes and spun in a table top centrifuge at 8,000 rpm for 1 minute. The SDS-PAGE in Figure B.1 shows the samples containing centrifugation precipitate and supernatant in
lanes 4 and 5 for the culture induced at 37°C, in lanes 8 and 9 for the culture induced at 30°C, and in lanes 12 and 13 for the culture induced at 20°C.

Figure B.1: LB medium expression and solubility study by SDS-PAGE. Lane 1 shows the molecular weight reference marker. Lanes 2 to 5 refer to the case of induction at 37°C. Lane 2: uninduced sample; lane 3: induced sample; lane 4: precipitate obtained by centrifugation of the cell lysate; lane 5: supernatant. Lanes 6 to 9 refer to the case of induction at 30°C. Lane 6: uninduced sample; lane 7: induced sample; lane 8: precipitate obtained by centrifugation of the cell lysate; lane 9: supernatant. Lanes 10 to 13 refer to the case of induction at 20°C. Lane 10: uninduced sample; lane 11: induced sample; lane 12: precipitate obtained by centrifugation of the cell lysate; lane 13: supernatant.

B.1.2 Expression in hydrogenated minimal medium and solubility study

Expression and solubility studies were carried out in hydrogenated minimal medium (see section C) similar to the studies in LB medium described in section B.1.1.

A single colony was used to inoculate 10 ml of hydrogenated minimal medium (see section C) containing a final kanamycin concentration of 30 μg/ml. The medium was sterilized by filtration. The culture was incubated at 37°C and shaken at 190 rpm. After 24 hours the optical density (O.D.) reached the value 1 - 1.4 A.U. showing that the growth
rate in minimal medium was substantially slower than in LB medium. After 34 hours from
the start of the incubation at 37°C 1 ml of culture was extracted and a 10 fold dilution in
kanamycin containing hydrogenated minimal medium was done. The diluted culture was
incubated at 37°C for 16 hours and reached an O.D. of around 3.6 A.U. Three aliquots were
extracted from the culture. Each aliquot was diluted in kanamycin containing minimal
medium to obtain an O.D. of 0.2 A.U. The three cultures were incubated at 37°C for
several hours. Expression was induced by adding IPTG to a final concentration of 1 mM
when the O.D. reached a value between 0.6 and 0.9 A.U.

Expression and solubility studies were carried out as described in section B.1.1. The
results are shown in figure B.2. Induction at 20°C yielded the largest amount of protein
in the soluble fraction as indicated in figure B.2.

B.1.3 Expression in deuterated minimal medium and solubility study

Deuterated minimal medium was prepared analogous to hydrogenated minimal medium
(see section C) but using D₂O instead of H₂O. Perdeuterated glycerol was used as carbon
source. In addition, (NH₄)₂SO₄, KH₂PO₄, Na₂HPO₄·2H₂O, (NH₄)₂-H-citrate were deu-
terium exchanged. These components were dissolved in D₂O to allow H/D exchange. The
solvent was then evaporated. The procedure was repeated multiple times. The antibiotic
used throughout the perdeuteration procedure was D-kanamycin namely a D₂O solution
of hydrogenated kanamycin. The antibiotic concentration was 30 µg/ml.

Step 1 A volume of 1 ml of hydrogenated minimal medium culture was diluted to a final
volume of 10 ml in kanamycin containing deuterated minimal medium and incubated at
37°C overnight to an O.D. of about 4.2 A.U.

Step 2 A volume of 1 ml of such culture was diluted to a final volume of 12 ml in
kanamycin containing deuterated minimal medium and incubated at 37°C for 24 hours.
The O.D. reached a value of about 3.3 A.U.
Figure B.2: Hydrogenated minimal medium expression and solubility study by SDS-PAGE. Lane 1 shows the molecular weight reference marker. Lanes 2 to 5 refer to the case of induction at 37°C. Lane 2: uninduced sample; lane 3: induced sample; lane 4: precipitate obtained by centrifugation of the cell lysate; lane 5: supernatant. Lanes 6 to 9 refer to the case of induction at 30°C. Lane 6: uninduced sample; lane 7: induced sample; lane 8: precipitate obtained by centrifugation of the cell lysate; lane 9: supernatant. Lanes 10 to 13 refer to the case of induction at 20°C. Lane 10: uninduced sample; lane 11: induced sample; lane 12: precipitate obtained by centrifugation of the cell lysate; lane 13: supernatant.

Four aliquots of 800 µl each were diluted in kanamycin containing deuterated minimal medium to final O.D. of about 0.2 A.U. The four samples were incubated at 37°C until the O.D. reached a value between 0.6 and 0.8 A.U.

Expression was induced by adding IPTG to a final concentration of 1 mM and hemin (D₂O solution with NaOD 0.1 M) to a final concentration of 5 µg/ml. Expression was carried out at 16°C and 20°C. For each expression temperature the effect of adding E. coli OD 2 D medium (Silantes, complete medium for E. coli with minerals and buffer, ²H-labeled) during induction was studied. The effectiveness of different methods of protein extraction from the cells was also studied. In particular sonication and bead milling were
The SDS-PAGE samples were prepared as described in section B.1.1 and the results are shown in figure B.3 and B.4. Induction at 20°C yielded the largest amount of protein in the soluble fraction as indicated in figure B.4.

Figure B.3: Deuterated minimal medium expression at 16°C and solubility study by SDS-PAGE. Lane 1 shows the molecular weight reference marker. Lane 2: uninduced sample; lane 3: induced sample; lane 4: centrifugation precipitate in the case of cell lysis by bead milling; lane 5: centrifugation supernatant in the case of cell lysis by bead milling; lane 6: centrifugation precipitate in the case of cell lysis by sonication; lane 7: centrifugation supernatant in the case of cell lysis by sonication. Lanes 8 to 13 report analogous samples as those in lanes 2 to 7 but with addition of E. coli OD 2 D medium (Silantes) during protein expression. Lane 8: uninduced sample; lane 9: induced sample; lane 10: centrifugation precipitate in the case of cell lysis by bead milling; lane 11: centrifugation supernatant in the case of cell lysis by bead milling; lane 12: centrifugation precipitate in the case of cell lysis by sonication; lane 13: centrifugation supernatant in the case of cell lysis by sonication.
Figure B.4: Deuterated minimal medium expression at 20°C and solubility study by SDS-PAGE. Lane 1: uninduced sample; lane 2: induced sample; lane 3: centrifugation precipitate in the case of cell lysis by bead milling; lane 4: centrifugation supernatant in the case of cell lysis by bead milling; lane 5: centrifugation precipitate in the case of cell lysis by sonication; lane 6: centrifugation supernatant in the case of cell lysis by sonication. Lane 7 shows the molecular weight reference marker. Lanes 8 to 13 report analogous samples as those in lanes 1 to 6 but with addition of E. coli OD 2 D medium (Silantes) during protein expression. Lane 8: uninduced sample; lane 9: induced sample; lane 10: centrifugation precipitate in the case of cell lysis by bead milling; lane 11: centrifugation supernatant in the case of cell lysis by bead milling; lane 12: centrifugation precipitate in the case of cell lysis by sonication; lane 13: centrifugation supernatant in the case of cell lysis by sonication.

B.2 Protocol for perdeuterated CcP expression

The process of adaptation of cell growth in deuterated minimal medium required 5 dilution and growth steps. The culture produced in Step 2 of section B.1.3 was the starting point.

Step 3 An 800 µl aliquot from Step 2 was diluted to a final volume of 12 ml in kanamycin containing deuterated minimal medium and incubated at 37°C for 24 hours.
**Step 4**  After 24 hours the O.D. reached a value close to 3.5 A.U. A culture volume of 1.3 ml was extracted and diluted to a final volume of 15 ml in kanamycin containing deuterated minimal medium. The culture was incubated at 37°C for 24 hours.

**Step 5**  After 24 hours the O.D. reached a value close to 3 A.U. An aliquot of 1.3 ml was diluted to a final volume of 15 ml in kanamycin containing deuterated minimal medium and incubated at 37°C for 24 hours. The O.D. was then 3.1 A.U.

**Step 6**  One milliliter of culture was diluted to a final volume of 10 ml in kanamycin containing deuterated minimal medium and incubated at 37°C to an O.D. of 6 A.U. The cells were stored in a -80°C freezer as a stock of deuterated minimal medium adapted cells.

An aliquot of 10 ml was extracted from Step 4 culture and diluted to a final volume of 150 ml in kanamycin containing deuterated minimal medium and incubated at 37°C until the O.D. reached a value of about 1 A.U. The culture was transferred into a Lab-fors fermenter (Infors) together with 1.2 l of deuterated minimal medium and 1.3 ml of D-kanamycin 30 mg/ml.

The use of a fermenter was motivated by the requirement for high cell density in a fully deuterated environment in absence of contamination from hydrogen. Oxygen was supplied to the culture through a dry air supply line. The O₂ pressure in the medium was measured throughout the procedure[1] as reported in figure B.6 blue curve. Temperature and pH were monitored during the process, as shown in figure B.6 in yellow and green respectively. The O.D. was measured manually throughout the procedure, by extracting small samples of culture, and is shown in black in figure B.6.

Fermentation was carried out at 30°C. The pH was kept constant at the value 6.9. For this purpose a NaOD pump was used supplying 4% NaOD to the culture when the pH value was reported below a threshold value. During the first 14 hours from the start of fermentation the oxygen content decreased due to bacteria growth. After 28 hours the

---

[1] The O₂ sensor was calibrated as follows: $p_{O_2} = 100\%$ corresponds to dry air bubbling in distilled water while $p_{O_2} = 0\%$ corresponds to nitrogen bubbling in distilled water.
oxygen level increased significantly due to decreasing bacteria growth rate. The culture was then fed through a feeding pump as shown by the red curve in figure B.6 supplying perdeuterated feeding medium whose composition is described in section C.

Expression was induced when the optical density reached the value of 15.4 A.U. The temperature was gradually decreased to 20°C, hemin was added (see section C) to a final concentration of 5 mg/l and IPTG (see section C) to final concentration 1 mM.

Nineteen hours after induction the cells were harvested by centrifugation at 4500 rpm and 4°C for 15 minutes. A total of 66.2 g of cell paste were obtained, these were frozen and stored at −80°C. The results are shown in figure B.5.

Figure B.5: SDS-PAGE of fermentation samples. Lane 1 shows the molecular weight reference marker. Lanes 2 shows the uninduced sample. Lanes 3 and 4 show the induced sample after 14 and 19 hours respectively from induction.
Figure B.6: Behaviour of temperature (yellow), NaOD flow (light blue), feeding medium flow (orange), pH (green), oxygen pressure (blue) and optical density (black) during fermentation.
Appendix C

Materials

This appendix reports the composition of media and buffer solutions employed in sections A and B. The materials used for SDS-PAGE (sodium dodecyl sulfate polyacrylamide gel electrophoresis) are also described.

C.1 Materials employed in the expression, purification and crystallization of CcP

**LB-Agar medium** 20 g of LB low salt powder (Melford), 15 g of agar and 2 g of glucose made up to 1 l with distilled water. The solution was sterilized.

**Lysogeny broth (LB) medium** 20 g of LB low salt powder (Melford) and 2 g of glucose made up to 1 l with deionized water. The solution was sterilized.

**Phenylmethane-sulfonyl fluoride (PMSF) solution** 34 mg of phenylmethane-sulfonyl fluoride dissolved in 1 ml of propanol.

**Hemin solution** 50 mg of hemin dissolved in 10 ml of NaOH 0.1 M.

**Buffer A** KH₂PO₄ 150 mM, pH 6.5.
Buffer B  KH$_2$PO$_4$ 100 mM, KCl 300 mM, glycerol 10% w/v, pH 8.

Wash buffer  KH$_2$PO$_4$ 100 mM, KCl 300 mM, glycerol 10% w/v, pH 6.

Elution buffer  KH$_2$PO$_4$ 100 mM, KCl 300 mM, glycerol 10% w/v, pH 4.2.

FPLC buffer  KH$_2$PO$_4$ 10 mM, KCl 150 mM, pH 6.5.

Buffer C  KH$_2$PO$_4$ 500 mM, pH 6.5.

CcP crystallization buffer  KH$_2$PO$_4$ 50 mM, (±)-2-methyl-2,4-pentanediol 30% v/v, pH 6.

C.2 Materials employed in the perdeuteration of CcP

Minimal medium  In 1 litre: 6.86 g (NH$_4$)$_2$SO$_4$, 1.56 g KH$_2$PO$_4$, 6.48 g Na$_2$HPO$_4$·2H$_2$O, 0.49 g (NH$_4$)$_2$·H-citrate, 5 g glycerol, 1 ml MgSO$_4$ 1M, 1 ml metal salts solution.

Metal salts solution  0.5 g/l CaCl$_2$·2H$_2$O, 16.7 g/l FeCl$_3$·6H$_2$O, 0.18 g/l ZnSO$_4$·7H$_2$O, 0.16 g/l CuSO$_4$·5H$_2$O, 0.15 g/l MnSO$_4$·4H$_2$O, 0.18 g/l CoCl$_2$·6H$_2$O, 20.1 g/l Na-EDTA.

NaOD 4%  90 ml of D$_2$O, 10 ml of NaOD in D$_2$O 10 M stock, sterile filtering.

Feeding medium  30 g of perdeuterated glycerol, 250 ml of perdeuterated minimal medium, sterile filtering.

Hemin solution  5 mg/ml of hemin in D$_2$O with NaOD 0.1 M

C.3 SDS-PAGE

Sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) were run by using the electrophoresis system Mini Protein Tetra System (Bio-RAD) at 180 V.
Running gel - 12% acrylamide - 2 gels  4 ml of acrylamide : bisacrylamide 37.5 : 1, 3.3 ml of Tris-Cl [tris(hydroxymethyl)aminomethane] 3 M at pH 8.45, 100 µl of sodium dodecyl sulfate (SDS) 10 %, 1 ml of glycerol 100 %, 1.6 ml of distilled water, 100 µl of ammonium persulfate 10 %, 10 µl of tetramethylethlenediamine (TEMED)

Stacking gel - 4% acrylamide - 2 gels  0.65 ml of acrylamide : bisacrylamide 37.5 : 1, 1.24 ml of Tris-Cl [tris(hydroxymethyl)aminomethane] 3 M at pH 8.45, 50 µl of sodium dodecyl sulfate (SDS) 10 %, 3.1 ml of distilled water, 50 µl of ammonium persulfate 10 %, 10 µl of tetramethylethlenediamine (TEMED)

SDS-PAGE sample buffer (5X)  1.25 ml of Tris 1 M pH 6.8; 1 g of SDS; 3 ml of glycerol 100 %; 0.4 g of DTT, 2.5 mg of Comassie G-250 and distilled H₂O to 10 ml.

SDS-PAGE running buffer: cathode solution (10X)  121.1 g of Tris base; 179.2 g of tricine; 10 g of SDS and distilled H₂O to 1 l.

SDS-PAGE running buffer: anode solution (10X)  121.1 g of Tris base and distilled H₂O to 1 l; pH 8.9.
Appendix D

Complementary techniques

Ultraviolet-visible spectrophotometry and electronic paramagnetic resonance were employed for the characterization of the intermediates in the catalytic cycle of cytochrome \( c \) peroxidase. The present appendix reports the technical details of the experimental set-ups.

D.1 Single crystal microspectrophotometry

Absorption spectra of single crystals of CeP were collected using an Ocean Optics Maya 2000 PRO spectrometer, with an Ocean Optics DH-2000-BAL UV-VIS-NIR light source and a Hamamatsu S10420 FFT-CCD back-thinned detector with fibre optic coupled to 80 mm diameter 4X reflective lenses (Optic Peter. Lentilly, France) and mounted with a custom mount (BioMedical Mechanical Workshop, University of Leicester) on a Rigaku Raxis IV \( \phi \) drive. Crystals were mounted on a nylon loop in a SPINE standard mount. The temperature was maintained at 100 K with an Oxford Cryosystems cryostream. Absorption spectra were acquired by means of the Ocean Optics SpectraSuite software.
D.2 Electronic paramagnetic resonance

Continuous-wave EPR spectra were recorded at 9.404 GHz on a Bruker EMX spectrometer with a Super-high-Q rectangular cavity and an Oxford ESR-900 liquid helium cryostat. Quartz sample holders were used both for single crystals and for solution measurements. The operating conditions are stated in the legend of figures.
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be used to track the temperature dependence of the gap function in TRSB superconductors.
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27. Materials and methods are available as supplementary materials on Science Online.
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H E M E E N Z Y M E S

Neutrot cyrot-crystallography captures the protonation state of ferryl heme in a peroxidase

Cecilia M. Casadei,1,2 Andrea Gumiero,3 Clive L. Metcalf,4 Emma J. Murphy,3 Jasvir Rasran,1 Maria Grazia Concilio,4 Susana C. M. Teixeira,1,5 Tobias E. Schrader,6 Alistair J. Fielding,4 Andreas Ostermann,7 Matthew P. Blakely,2 Emma L. Raven,9,10 Peter C. E. Moody1,5

Heme enzymes activate oxygen through formation of transient iron-oxo (ferryl) intermediates of the heme iron. A long-standing question has been the nature of the iron-oxygen bond and, in particular, the protonation state. We present neutron structures of the ferric derivative of cytochrome c peroxidase and its ferryl intermediate; these allow direct visualization of protonation states. We demonstrate that the ferryl heme is an Fe(V=O) species and is not protonated. Comparison of the structures shows that the distal histidine becomes protonated on formation of the ferryl intermediate, which has implications for the understanding of O–O bond cleavage in heme enzymes. The structures highlight the advantages of neutron cyro-crystallography in probing reaction mechanisms and visualizing protonation states in enzyme intermediates.

Aerobic organisms have evolved to use the intrinsic oxidizing power of oxygen from the atmosphere. This activation of oxygen is achieved by a catalytic metal center (usually iron or copper) buried within a protein. In the case of iron, high-valent iron-oxo (also known as ferryl) intermediates play a role in a large number of different, and sometimes difficult, biological oxidations catalyzed by various heme and non-heme iron-containing enzymes. For the heme iron enzymes, the mechanism of oxygen involvement involves initial formation of the iconic compound I intermediate (1, 2). Compound I contains an oxidized ferryl heme, plus either a porphyrin π-electron radical or a protein radical; reduction of compound I by one electron yields the closely related compound II intermediate, which contains bound peroxyl heme. Compound I and II intermediates are a defining feature across the heme enzyme family and appear in a diverse group of catalytic heme enzymes that include all the cytochrome P450s, the nitric oxide synthases, and the terminal oxidases, plus the heme diiron and heme peroxidases. Indeed, they are such crucial intermediates in so many processes—including many involved in drug metabolism and other important oxidations—that their structure and reactivity has become a key question for both heme (3–7) and non heme iron enzymes where similarly transient iron-oxo species are also employed (8, 9).

A long-standing and highly contentious question has been to clarify the bond order and protonation state of the ferryl heme. The question has focused on whether the ferryl is formulated as an Fe(V=O)=O (iron(IV)=oxy) or Fe(V)=O (iron(IV)-hydroxide) species, but there are a number of reasons why previous methodologies—none of which can measure the protonation state directly—have failed to fully resolve the issue. To begin with, even capturing these transient intermediates in some enzymes (especially in the P450s (10, 11)) has proved very difficult. Early approaches to the problem used both extended x-ray absorption fine structure and resonance Raman methods (reviewed in (12)) to examine the iron-oxo bond as an indirect reporter on the protonation state. These studies indicate a short Fe–O bond length, but the data were not totally consistent, and the photolability of compound I during laser excitation is well documented (13) so that interpretation of stretching frequencies from Raman work has not been unambiguous either. More recently, x-ray crystallographic methods have been employed. These methods showed longer iron-oxo bond lengths, but the x-ray structures of compounds I and II were subsequently shown to have been affected by photo-reduction of the iron and are now considered to be unreliable. The more recent use of multiple crystals in x-ray analyses minimizes photo-degradation but cannot entirely eliminate the problem. Moreover, hydrogen atoms are difficult to locate in electron density maps due to their weak scattering. Even if very high-resolution data (i.e., better than 1.2 Å) are available, hydrogen atoms can remain obscured due to their mobility. There is also the substantive question of whether such small changes in Fe-O
bond length (<0.2 Å) between Fe(IV)=O and Fe(IV)-OH species, even if measured at high resolution and without photoreduction, are determined accurately enough in x-ray experiments to report reliably on the protonation state.

For these reasons, we have adopted a different approach. Neutron diffraction offers a more reliable solution to the problem, because hydrogen and, particularly, its isotopic deuterium (D) are visible at much lower resolutions than required with x-rays (44, 45). The approach does present a number of challenges, particularly the need to cool the large crystals required for neutron crystallography down to the cryogenic temperatures required for the study of enzyme intermediates (16). But the fact that neutrons are non-ionizing and are scattered by the atomic nuclei (rather than by the electrons, as in x-ray crystallography) means that photoreduction, which has been the source of most of the confusion in previous x-ray work, does not occur at all. In the case of redox enzymes, the elimination of photoreduction is a considerable advantage if the other experimental challenges can be overcome.

In this work, we have used neutron crystallography to determine the structure of ferric cytochrome c peroxidase (CcP) and its transient ferryl intermediate. The structures allow us to visualize the positions of hydrogen and deuterium atoms in the enzyme, as well as to unambiguously identify the protonation state of the ferryl heme.

Cytochrome c peroxidase catalyzes the H2O2-dependent oxidation of cytochrome c. Compound I of CcP, formed rapidly from the reaction of ferric enzyme with peroxide, contains a ferryl heme plus a stable protein radical on Trp191 (17). It was the first peroxidase to be crystallized (18) and over many years has served as a model enzyme for the understanding of oxygen activation across the family of catalytic heme enzymes. We first solved the neutron structure of ferric CcP to 2.4 Å at room temperature. The structure was determined using x-ray and neutron diffraction data obtained from a D2O-exchanged crystal (see supplementary materials and methods; data and refinement statistics are shown in table S1).

Figure 1 shows nuclear scattering and electron density of ferric CcP in the region of the heme and summarizes the positions of all the hydrogen and deuterium atoms. On the distal side of the heme (Fig. 1, A and C), His52 is neutral as Nε is deuterated but Nζ is not. The Nζ of Trp31 is deuterated; Arg48 is fully deuterated and positively charged. The neutron structure unambiguously identifies W1 as a heavy water molecule (D2O) rather than an OD+ ion, at a distance of 2.7 Å from the iron. We assign the heme as five-coordinate. On the proximal side (Fig. 1, B and D), Nε of His175 is not deuterated and is 2.0 Å from the iron. The Nζ of His175 is deuterated and within hydrogen bond distance of the unprotonated O2 of Asp235. Likewise, O1 of Asp235 is unprotonated and within hydrogen bond distance of the deuterated Nζ of Trp31. Both heme propionates are unprotonated.

Fig. 1. The structure of ferric CcP in the region of the heme. In the neutron experiment, neutrons are diffracted by the atomic nuclei (in contrast to x-rays, which are scattered by electrons). Hydrogen atoms (shown in magenta) have a negative coherent neutron scattering length (~3.74 fm), whereas deuterium atoms (shown in white) have a positive coherent scattering length (6.77 fm). Exchangeable hydrogen atoms, therefore, show up with density similar to carbon (6.65 fm) and oxygen (5.85 fm), whereas nitrogen has a greater scattering length (9.37 fm). The scatter from a methylene (CH2) group sums to nearly zero, so that at moderate resolution (~2 to 2.5 Å) cancellation of nuclear scattering density is observed, and the joint refinement allows use of the x-ray terms to place the nonhydrogen atoms in these regions. Nuclear scattering density (eA-weighted 2Fo-Fc contoured at 2.6 root mean square (RMS)) in the (A) distal and (B) proximal heme pocket is shown in cyan. Electron density (eA-weighted 2Fo-Fc contoured at 2.4 RMS) in the (C) distal and (D) proximal pocket is shown in magenta. The black contour (eA-weighted neutron Fo-Fc contoured at 5.0σ) shows the difference density calculated by omitting the bound water (W1). Protonation states are depicted for (E) distal and (F) proximal active site residues. The distal pocket shows an ordered water molecule (W1) 2.7 Å away from the five-coordinate heme iron. W1 donates a hydrogen bond to the x orbitals of the porphyrin ring and may be a potential hydrogen bond acceptor to the deuterated Nζ of His175. W1 may also interact with a poorly ordered water (not shown) that displaces the guanidinium of Arg48, which is seen in the “out” position (19). Color scheme: hydrogen atoms, magenta; deuterium, white; oxygen, red; nitrogen, blue; carbon, yellow; iron, orange sphere. Hydrogen bonds are shown as dashed lines. H, His; R, Arg; D, Asp; W (except W1), Trp.
with hydrogen peroxide as previously reported (19). Formation of compound I in CcP crystals is established (e.g., (20, 21)) but was verified in several ways. Single-crystal microspectrophotometry at 100 K on similar (smaller) crystals showed the characteristic absorption peaks in the visible region (530, 560, and 632 nm) (fig. SIA), in agreement with the literature (22). Spectra of these crystals were unchanged on storage over 20 days (fig. SIB). Single-crystal electron paramagnetic resonance (EPR) on similar crystals prepared and reacted in the same way (see supplementary materials and methods) also showed the appearance of the characteristic g = 2 signal from the Trp$^{29}$ radical (17) (fig. S2); in solution, compound I of CcP is stable for hours at room temperature (23) and indefinitely at 77 K (figs. S3 and S4).

We then used x-ray and neutron diffraction data to determine the 2.5 Å resolution neutron structure of compound I of CcP at 100 K (see supplementary materials and methods). Figure 2 shows nuclear scattering and electron density in the region of the heme and summarizes the positions of all the hydrogen and deuterium atoms. Data and refinement statistics are shown in table S2. Nuclear scattering and electron density maps for individual active site residues are shown in fig. S5. In comparison to the ferric enzyme, most of the protonation states are retained in the compound I structure, with the exception of His$^{29}$, which is now deuterated at both N$_{e}$ and N$_{d}$ (fig. S5D). We observe that the N$_{e}$ of the Trp$^{29}$ radical is deuterated, which identifies the radical species as a (protonated) π-cation radical (24). Compared to the ferric enzyme, Arg$^{48}$ has moved into the heme pocket.

Analysis of the nuclear scattering density maps indicates that the ferryl oxygen is not deuterated in the structure. This is confirmed by examination of the hydrogen bond structure: The ferryl oxygen acts as a hydrogen bond acceptor to the N$_{e}$ of Trp$^{29}$ and to the N$_{e}$ of Arg$^{48}$, both of which are accordingly deuterated. We interpret this geometry as consistent with an unprotonated Fe(IV)=O species. An F$_{o}$–F$_{c}$ neutron map calculated in the absence of the ferryl oxygen shows a peak (3.8σ) at 1.6 Å from the iron atom (Fig. 2, A and B), which is consistent with the most recent x-ray data (reporting an Fe(IV)=O bond length of 1.6 Å (9) and 1.72 Å (25)). However, bond lengths cannot be determined precisely at this resolution and, as we note above, report only indirectly on the protonation state. The unambiguous observation from the neutron structure is that the oxygen is not protonated, which establishes that the ferryl intermediate is an Fe(IV)=O species at this pH. The neutron data show that there is no hydrogen bond from the distal histidine to the ferryl heme, as has been suggested previously (26) in horseradish peroxidase to account for pH-dependent spectroscopic behavior of the ferryl intermediate.

Mechanisms for O–O bond cleavage in peroxidases are invariably drawn (1, 27) showing the distal histidine (His$^{52}$ in the case of CcP) as neutral in both ferric and compound I species, which assumes that both protons of H$_{2}$O$_{2}$ are used in the formation of a water molecule. Our data are not consistent with this long-standing description. His$^{52}$ is indeed neutral in the ferric state (Fig. 1 and fig. S3E) but is deuterated at N$_{e}$ and N$_{d}$ in compound I (Fig. 2 and fig. S5D). We take this to mean that the widely assumed role of the distal histidine in compound I formation—acting first as a base catalyst (to deprotonate peroxide) and then as an acid catalyst (to protonate the peroxide oxygen and release water)—needs to be reassessed.

Possible alternative mechanisms showing movement of protons during O–O bond cleavage are shown in Fig. 3. Ferric CcP is unprotonated on the N$_{e}$ of His$^{52}$, and the N$_{d}$ lone-pair geometry does not permit a proton donor to the iron. In compound I, the protonation state of the distal histidine has been shown to be dependent on the pH (19). In the model (Fig. 3A), the proton is transferred from His$^{52}$ to a second histidine, His$^{57}$, which acts as both a hydrogen bond donor (to the iron) and acceptor (to the peroxide oxygen). This mechanism is consistent with our data and a recent x-ray study (28) showing that the O–O bond is cleaved by a concerted process, not stepwise.

Fig. 2. The structure of compound I of CcP in the region of the heme. Nuclear scattering density (αA-weighted 2F$_{o}$–F$_{c}$ contoured at 2.2 RMS) in the (A) distal and (B) proximal heme pocket is shown in cyan. Electron density (αA-weighted 2F$_{o}$–F$_{c}$ contoured at 2.6 RMS) in the (C) distal and (D) proximal heme pocket is shown in magenta. The black contour (αA-weighted neutron Fo–Fc contoured at 3.5σ) shows the difference density calculated by omitting the ferryl oxygen. Protonation states are depicted for (E) distal and (F) proximal active site residues. In the distal pocket, the ferryl oxygen acts as an acceptor for hydrogen bonds from the deuterated N$_{e}$ of Arg$^{48}$ and the deuterated N$_{d}$ of Trp$^{26}$. His$^{52}$ is deuterated at both N$_{e}$ and N$_{d}$, the latter acting as a hydrogen bond donor to a bound water molecule (W2). W2 donates a hydrogen bond to the π orbitals of the porphyrin ring. Color scheme is as in Fig. 1, with the iron and ferryl oxygen depicted as orange and red spheres.
Formation of a peroxide-bound complex and then compound 0 is followed by O–O bond cleavage. The distal histidine retains a proton upon formation of compound I, which means that an additional proton is required for release of water in both formation and reduction of compound I. (See text for detailed discussion.) The orientation of deuterium atoms on active site water molecules (Figs. 2 and 3) seems to preclude a water-mediated mechanism (poundI, asi stit h o u g t t op l a yar o l ei np r o t o n-water in both formation and reduction of compound I). The orientation of deuterium atoms on active site water molecules (Figs. 2 and 3) seems to preclude a water-mediated mechanism (poundI, asi stit h o u g t t top l a yar o l ei np r o t o n-water in both formation and reduction of compound I). (See text for de-
not interact ideally with any neighboring proton donors. This lack of ideal hydrogen bonding structure in the ferric form may favor formation of the peroxide complex and the deprotonated compound 0 (28), as structures of the closely related compound III (oxy) complexes all suggest that more favorable hydrogen bonding interactions with the bound peroxide are likely (fig. S6). Our data suggest that His52 retains a proton upon formation of compound I. In terms of proton count, this presumably means that delivery of an additional proton to compound 0 is needed for compound I formation if water is released as product (Fig. 3A), aligning the mechanism more closely with the related P450s in which an additional proton is required for release of water in both formation and reduction of compound I, as it is thought to play a role in proton relay networks (29). Hydroxide (instead of water, for O–O bond cleavage as suggested in horseradish peroxidase (34) because the deuterium atoms on W2 are oriented away from the ferryl oxygen atom and a hydrogen bond would not be possible (Fig. 2E). (B) An alternative mechanism from the same peroxide-bound complex. Cleavage of the peroxide bond may lead initially to formation of a transient iron(IV)–hydroxide species [Fe(IV)–OH], which, via proton transfer, leads to compound I, with Fe(IV)=O and a protonated distal histidine.
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We introduce a general method for estimating the uncertainty in calculated materials properties based on density functional theory calculations. We illustrate the approach for a calculation of the catalytic rate of ammonia synthesis over a range of transition-metal catalysts. The correlation between errors in density functional theory calculations is shown to play an important role in reducing the predicted error on calculated rates. Uncertainties depend strongly on reaction conditions and catalyst material, and the relative rates between different catalysts are considerably better described than the absolute rates. We introduce an approach for incorporating uncertainty when searching for improved catalysts by evaluating the probability that a given catalyst is better than a known standard.

with the surge in density functional theory (DFT) calculations of chemical and materials properties, the question of the reliability of calculated results becomes increasingly urgent (1), particularly when calculations are used to make predictions of new materials with interesting functionality (2–5). Evaluating the reliability of DFT calculations has relied mainly on comparisons to experiments or to data sets of higher-level calculations to provide a measure of the expected accuracy of directly calculated properties such as bond strengths, bond lengths, or activation energies of elementary processes. The question is how such intrinsic uncertainties in calculated microscopic properties transform into error bars on calculated complex properties, defined here as properties that depend on several microscopic properties in a complex way (6). Examples of such properties include mechanical strength (7), phase stability (8), and catalytic reaction rates (9). We estimate the reliability of DFT energies by choosing an ensemble of exchange-correlation functionals to represent the known computational errors for a set of adsorption energies (9–11). This ensemble of energies is used to calculate the rates of the ammonia synthesis reaction via microkinetic modeling. We choose this process because it is well described both experimentally and theoretically (12–16) and has enough complexity to bring out important aspects of error propagation through multiple layers of simulation. This approach directly captures correlations between systematic errors in the underlying energetics, revealing that uncertainties on the calculated rates exhibit a nontrivial dependence on the reaction conditions as well as the material and that trends in catalytic activity are considerably better described than the absolute rates.

To calculate energies and estimated errors, we apply the Bayesian error estimation functional (BEE) ensemble was designed to reproduce known energetic errors by mapping them to uncertainties on the exchange-correlation model parameters. Figure 1 illustrates this. Uncertainties on new calculations may then be estimated by mapping back again: Random sampling of a probability distribution for fluctuations of the model parameters leads to a large ensemble of different predictions of the same quantity. The statistical variance of those predictions defines the error estimate on the BEE-DFT result, where the ensemble predictions are stacked in vector 
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Neutron cryo-crystallography captures the protonation state of ferryl heme in a peroxidase

Cecilia M. Casadei1,2, Andrea Gumiero1, Clive L. Metcalfe3, Emma J. Murphy3, Jaswir Basran1, Maria Grazia Concilio4, Susana C. M. Teixeira5–6, Tobias E. Schrader6, Alistair J. Fielding4, Andreas Ostermann7, Matthew P. Blakeley2, Emma L. Raven8 & Peter C. E. Moody9

Materials and Methods

Protein expression, purification, crystallisation and deuteration. The original MKT variant of CcP (35) was a gift from Professor Grant Mauk (University of British Columbia) and was cloned into the expression plasmid pLEICS-03 carrying kanamycin resistance and a TEV-cleavable His-Tag sequence and expressed in BL21 DE3 Gold. The protein was purified and crystallised at pH 6.0 according to published methods (36, 37). We have used deuterated CcP crystals in which labile hydrogen atoms are exchanged for deuterium atoms to enhance their visibility in nuclear scattering density maps. Deuteration of CcP was carried out by either transferring the dialysis buttons containing crystals into identical mother liquor made up with D2O instead of water and leaving the crystals to exchange for at least 24 h, or by crystallisation from mother liquor made up in D2O. Compound I was prepared by reaction with H2O2 in the manner previously described (19).

Crystallography. Neutron diffraction data for ferric CcP at room temperature were collected using the LADI-III beamline at the Institut Laue-Langevin, Grenoble, France and for Compound I at 100 K using the BIODIFF beamline at the FRM II research reactor at the Heinz Maier-Leibnitz Zentrum (MLZ). X-ray data for ferric CcP crystals were collected at the EMBL Grenoble Outstation. Compound I X-ray diffraction data, and all solution and single crystal spectrophotometry were recorded at the University of Leicester. For ferric CcP, neutron (2.4 Å) and X-ray (2.1 Å) diffraction data were collected at room temperature and the structure obtained using both sets of data; neutron (2.5 Å) and X-ray (2.18 Å) diffraction data for Compound I were collected at 100K and the structure obtained in the same way. Atomic coordinates have been deposited in the Protein Data Bank under accession codes 4CVI for ferric CcP and 4CVJ for Compound I.

Neutron diffraction data collection of ferric CcP. A large single crystal (approximately 1 mm3) of deuterated CcP was mounted in a quartz capillary, surrounded by a small amount of mother liquor and sealed with wax ready for data collection. Quasi-Laue neutron diffraction data to 2.4 Å resolution were collected at room temperature from the deuterated CcP crystal on the LADI-III beamline (38) at the Institut Laue-Langevin. As is typical for a Laue experiment, the crystal was held stationary at a different φ setting for each exposure. In total 19 images were collected (with an average exposure time of 23.2 h per image) from 3 different crystal orientations. The neutron data were processed using the program LAUEGEN (39) modified to account for the cylindrical geometry of the detector (40). The program LSCALE (41) was used to determine the wavelength-normalization curve using the intensities of symmetry-equivalent reflections measured at different wavelengths. No explicit absorption corrections were applied. These data were then merged in SCALA (42). The statistics are shown in Supplementary Table S1.

Neutron diffraction data collection of Compound I. A large single crystal (1.2 x 0.7 x 0.8 mm) of CcP was reacted with peroxide (19) to form Compound I and mounted on a 1mm LithoLoop on a magnetic cap (Molecular Dimensions). The crystal was cryo-cooled directly in a stream of nitrogen gas at 100 K from an Oxford Cryosystems cryostream. Monochromatic neutron diffraction data were collected to 2.5 Å resolution at 100 K using the BIODIFF beamline at the FRM II research reactor at the Heinz Maier-Leibnitz Zentrum.
At a wavelength of 3.39 Å, 201 frames of 0.3° oscillation and 120 minutes exposure were first recorded. To increase the completeness the crystal was tilted by 45° from the rotation axis and a second series of 67 frames were collected at a wavelength of 3.98 Å with an oscillation of 0.3° and 120 minutes exposure. The diffraction data were indexed and integrated using DENZO (v.1.96.2) and scaled using SCALEPACK (v.2.3.6) (43). The statistics are shown in Supplementary Table S2.

**X-ray diffraction data collection of ferric CcP.** X-ray diffraction data were collected at room temperature (from the same single crystal used for neutron data collection at LADI-III) using CuKα radiation (λ = 1.5418 Å) from a GeniX Cu HF generator. A total of 204 images of 0.5° oscillation and 60 s exposure were recorded on a Mar345 detector. Diffraction intensities were indexed and measured using the XDS package (44). Statistics are shown in Supplementary Table S1.

**X-ray diffraction data collection of Compound I.** A single crystal was reacted as above and maintained at 100K using an Oxford Cryosystems cryostream. 270 images of 0.5° oscillation and 1 s exposure were collected using CuKα radiation (λ = 1.5418 Å) from a Rigaku 007 HF X-ray generator fitted with Osmic VariMax HF optics and a Rigaku Saturn 944+ CCD detector. Recorded intensities were indexed and measured using iMOSFLM then scaled and merged using AIMLESS (45). Statistics are shown in Supplementary Table S2.

**Structural refinement of ferric CcP.** The crystal used for neutron and X-ray data collection was essentially isomorphous with the previously determined X-ray structure of ferric CcP (PDB ID 2YCG). 2YCG was modified to remove multiple conformations and all solvent molecules and then used as the starting point for structural refinement using the PHENIX software suite (46). Firstly the model was refined with the X-ray terms alone, followed by joint X-ray and neutron refinement (47). H- and D-atoms were added with the program ReadySet (46). D₂O molecules were added according to clear positive peaks in the F₀ - Fc difference nuclear scattering density maps and all model modifications were made with the modelling program COOT (48). The position of the heme coordinated water molecule (W1) was determined using the neutron data only. 198 D₂O water molecules were added in total. Final refinement statistics are shown in Supplementary Table S1.

**Structural refinement of Compound I.** The crystals used for neutron and X-ray data collection were essentially isomorphous with the previously determined X-ray structure of CcP Compound I (PDB ID 2XIL). 2XIL was modified to remove multiple conformations, the ferryl oxygen and all solvent molecules and then used as the starting point for structural refinement using the PHENIX software suite (46). The model was first refined with the X-ray terms alone, followed by joint X-ray and neutron refinement (47). H- and D-atoms were added with the program ReadySet (46). D₂O molecules were added according to clear positive peaks in the F₀ - Fc difference nuclear scattering density maps and all model modifications were made with the modelling program COOT (48). The position of the ferryl oxygen was determined using the neutron data only. 315 water molecules were added in total; 298 were modelled as full D₂O molecules, while 17 were partially disordered showing spherical density and were modelled as oxygen atoms only. Final refinement statistics are shown in Supplementary Table S2.

**Single crystal microspectrophotometry.** Absorption spectra of single crystals of CcP Compound I (obtained by soaking crystals in H₂O₂ (30 mM) at 4°C followed by flash freezing at 77 K, as previously (19)) were collected using an Ocean Optics Maya 2000 PRO spectrometer, with an Ocean Optics DH-2000-BAL UV-VIS-NIR light source and a Hamamatsu S10420 FFT-CCD back-thinned detector with fibre optic coupled to 80 mm diameter 4X reflective lenses (Optic Peter, Lentilly, France) and mounted with a custom mount (BioMedical Mechanical Workshop, University of Leicester) on a Rigaku Raxis IV φ drive. Crystals were mounted on a nylon loop in a SPINE standard mount. The temperature was maintained at 100 K with an Oxford Cryosystems cryostream. Absorption spectra were acquired by means of the Ocean Optics SpectraSuite software.
**Single crystal EPR Spectroscopy.** Continuous-wave EPR spectra were recorded at 9.4 GHz on a Bruker EMX spectrometer with a Super-high-Q rectangular cavity and an Oxford ESR-900 liquid helium cryostat. The single crystal was mounted separately on a quartz sample holder. The operating conditions are stated on the Figure legends. Deuterated CcP crystals were reacted with peroxide in the same way as for the single crystal microspectrophotometry above.
Table S1 Data collection and refinement statistics for ferric CcP.

Space group \( \text{P2}_1\text{2}_1\text{2}_1 \)

Cell dimensions
\( a, b, c \ (\text{Å}) \)
51.7  76.8  107.6

Data collection (Neutron, quasi-Laue \( \lambda = 3.2-4.2 \) Å)
Resolution (Å) 39.7 -2.4 (2.53-2.4)*
\( R_{\text{merge}} \)
0.151 (0.194)
\( I / \sigma I \)
7.6 (4.5)
Completeness (%) 75.2 (48.0)
Redundancy 3.8 (2.4)

Data collection (Xray \( \lambda = 1.5418 \) Å)
Resolution (Å) 14.8 -2.1 (2.15-2.1)*
\( R_{\text{merge}} \)
0.061 (0.243)
\( I / \sigma I \)
14.6 (4.6)
Completeness (%) 94.7 (97.3)
Redundancy 3.5 (2.4)

Refinement
\( d_{\text{min}} \) (Neutron) 2.4(Å)
\( d_{\text{min}} \) (Xray) 2.1 (Å)
Number of reflections (Neutron) 12695
Number of reflections (X-ray) 24307
\( R_{\text{work}} / R_{\text{free}} \) (Neutron) 0.1759/0.2433
\( R_{\text{work}} / R_{\text{free}} \) (X-ray) 0.1337/0.1766
R.m.s deviations
Bond lengths (Å) 0.012
Bond angles (°) 1.349

*values in parenthesis are for the outer resolution bin
Table S2 Data collection and refinement statistics for Compound I of CeP.

Space group  \text{P2}_1\text{2}_1\text{2}_1 \\
Cell dimensions  \\
a, b, c (Å)  51.19 75.83 107.59 \\

Data collection (Neutron $\lambda = 3.39$ Å, $\lambda = 3.98$ Å)  \\
Resolution (Å)  50 -2.5 (2.59-2.5)*  \\
R_{merge}  0.173 (0.482)  \\
I / $\sigma$I  4.6 (1.5)  \\
Completeness (%)  90.7 (71.8)  \\
Redundancy  2.3 (1.7) \\

Data collection (Xray $\lambda = 1.5418$ Å) \\
Resolution (Å)  17-2.18 (2.25-2.18)*  \\
R_{merge}  0.074 (0.164)  \\
I / $\sigma$I  16.5 (5.9)  \\
Completeness (%)  99.3 (94.9)  \\
Redundancy  4.7 (2.6) \\

Refinement \\
d_{\text{min}} (Neutron)  2.5(Å)  \\
d_{\text{min}} (Xray)  2.18(Å)  \\
Number of reflections (Neutron)  13661  \\
Number of reflections (X-ray)  22053  \\
R_{work}/ R_{free} (Neutron)  0.1873/0.2720  \\
R_{work}/ R_{free} (X-ray)  0.1488/0.2052  \\
R.m.s deviations  \\
Bond lengths (Å)  0.011  \\
Bond angles (º)  1.261  \\

*values in parenthesis are for the outer resolution bin
Figure S1. Single crystal UV-visible spectra of CcP. (A) UV-visible spectrum (at 100 K) of a deuterium-exchanged single crystal of CcP after soaking with peroxide (see Methods), showing the characteristic Compound I peaks in the visible region. (B) UV-visible spectrum (at 100 K) of the same crystal as in (A), after storage at 77K for 20 days. The spectrum in (B) is offset on the y-axis, for clarity.
Figure S2. Single crystal EPR spectra of CcP. 9 GHz EPR spectra of CcP single crystals. (A) in the ferric state; (B) after soaking in hydrogen peroxide. Spectra recorded at 8 K, 0.1 mT modulation amplitude, 1 mW, 2 scans, 2048 points.
Figure S3. Solution spectra of CcP. UV-visible spectra of Compound I of CcP in solution (formed by reaction with 5 equivalents of H$_2$O$_2$) recorded immediately after addition of peroxide and then again 3 weeks after storage in liquid nitrogen. Solid line is the spectrum collected immediately after mixing with H$_2$O$_2$ and the dashed line is the spectrum of the same sample collected 3 weeks later. Buffer: 10 mM potassium phosphate, 150 mM KCl, pH 6.5. (We also measured the stability of Compound I in solution, at room temperature, on reaction with 1.5-2 equiv. of peroxide (10 mM potassium phosphate, 150 mM KCl, pH 6.5). The decay of the Compound I absorbance maximum (419 nm) gave a half life for decay of Compound I to ferric as 0.006 ± 0.0001 min$^{-1}$, which is in approximate agreement with early data from Erman (23)).
Figure S4. 9 GHz EPR spectra of a solution of (A) ferric CcP, (B) Compound I of CcP immediately after mixing with H₂O₂, and (C) the same sample as (B) but after storage for 20 days in liquid nitrogen. Spectra were recorded at 4.5 K, 0.1 mT modulation amplitude, 0.04743 mW power, 4 scans, 2048 points. Compound I was prepared by manually mixing 256 µM native enzyme (10 mM potassium phosphate buffer, 150 mM KCl, pH 6.5) with 5-fold/equivolume hydrogen peroxide directly into 4 mm quartz tubes. The mixing time was 15 seconds. A control experiment was performed mixing in equivolume of buffer. All reagents were kept on ice.
**Figure S5.** Electron and nuclear scattering density of the active site side chains observed in Compound I (A-D) and ferric (E) structures. Electron density from the X-ray structures is shown in magenta, and nuclear scattering density from the neutron structures is overlaid in blue. (A) Trp51, showing that Ne is deuterated. (B) Arg48, showing the deuteration of all the nitrogen atoms of the guanidinium group. (C) Trp191, showing that Ne is deuterated. (D) His52, showing deuteration at both Nδ and Ne. (E) For comparison, His52 in the ferric CcP structure is presented, showing His52 as neutral. The contour levels for ferric and Compound I are the same as those in Figures 1 and 2, respectively. The atoms are coloured according to the convention of Figure 1.
Figure S6. Structures of peroxidase oxy-complexes. Overlay of structures of oxy complexes from CcP (in green, PDB 1DCC), ascorbate peroxidase (in magenta, PDB 2XIH) and horseradish peroxidase (in cyan, PDB 1H57). The heme (gray) with the oxy group (red) is shown in all cases.
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