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CARINE is dedicated to automatic control and data acquisition of neutron diffractometers at the High Flux
Reactor of the ILL at Grenoble (France). The system represents a mejor effort in respect of special de-
velopments realized in Hard- and Software for a medium sized computer (CAMAC-Interface, Real-Time COS).
User programs for computation, control and data acquisition are written in FORTRAN a2nd can be stored in
individual or shared libraries. Compilation, library management and debugging are possible in background
mode. Standard routines are avallable for all 1/0 as well as CAMAC functicns or as more conventional peri-
pheral devices (disk, magnetic Tapes, display). Each Instrument has individual disk flles for tempcrary
date storage. Output data are recorded on magnetic fape for further datz handling aad displayed on the
graphic computer terminal. A description is given of the essential Instrument characteristics and require-
ments. The design objectives are presented, foilcwed by a description of the computer herdwere configu-
ration and the implemented software system. The evolution of the whole computer system project concerning
management, personnel and financlial effort Is outlined.

1." INTRODUCT ION e

The scientific activities of the ILL lie In the
field of solid state physics, nuclear physics,

neutron physics, moiscular chemistry and mole-
cufar biology by use of the intensive neutron
source of the Insfltufe s High Flux Reactor

(1.5 x 105 n/cm®s at the reactor core) [1]1(2. In

sol id state physscs the expermen‘ts with neutron

beams are an Impr0vemenf and comp lement experlnen?s
with X-rays, gamma-rays, electron-rays and optical
methods, because neutrons have a very weask electric
charge and a2 magnetic moment, and are similar to
+tha hydrogen stom. Depending on their energy, neu-
*tron beams have a'wavelength in the order of the
distances between the atoms In a2 crystal or in a
molecule. Neutron beems from the High Flux Reactor,
which has a hot and a cold neutron source, have
wavelengths between 0.5 2nd 50 x 10 ® ecm.

The instruments couplied to the computer system,
with which neutron beem experiments are done, are
diffractometers and 3-axis spectrometers. Studies
on crystallegraphic®and magnetic structures are

. done with the diffractometers using elastic scat-

tering of neutrons on the sample (wlthout energy
transfer between neutron and sample). The 3-axls
spectrometers are used to study problems of pure
crystals, using inelastic scattering. The essen~
tial mechanical parts of these instruments are the
monochromators for the selection of the wavelength
used by means of Bragg reflexion on a wall-known
crystal, the sample to be studied, mounted on &
two circle gonlometer or on a Eulerian cradle,
auxiliary equipment for cooling, magnetic fields,
mechanical tensions etc., the analysor for the
selection of the scattered neutron wavelength (on
the spectrometers only) and the detector. All
mechanical parts are driven by step motors or DC-
motors coupled with shaft encoders with a resolu-
tion of 1/100°. The electronic parts are the motor
drive units, the 100 Hz-clock, the Incoming neutron
counter {monitor), the scattersd neutron counter
(detector) and the associated amplifiers, discri-

minators, ratemeters and scalers (presst scalers
for the nonitor and the time).

The data rates on an instrument are 0.25 - 2500
counts per sec, the measuremenT tTimes per measure-
ment peint are 10 - 500 sec and the data volume

on the final support is bafween 12000 and 470000
bits per day and Instrument.

2 DESIGN OBJECTIVES

For the user a computer system must be a too! which
allows him the best utilization degres of the re-
actor and the instrument with regard fo the ex-
tremely high installation and running costs. There-
fore the computer system must allow a2 quick setting
up for the preparation of the experiments, have h;gh
availabllity during the 40 days reactor running
period and on-line faciilties for the data check-
ing. Data outputs are needed on support which can
be handled In other computing centers. Moreover
experiments are carried out by visitors and ex-
perimental requirements change frequently. This
requires a command system essy ‘o understand and _
a high level program language for uncomp!icated
modifications of application programs.

2.1 Regulrements on the computer system

Generally a measurement can be broken down into
several typical steps which wil| be executed se-
quentially with jooping on subsequences of one or
several steps. These normally will be

=~ calculation of Instrument setting from

physical parameters

~ check of settings for violation of
physical limitations
setting of the Instrument
starting of the measurement
control of valid measurement conditlions
stopping of the measurerent
data acquisition
pre-evaluation of quality and consistency
of data
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- output of data on appropriate support for .
further data handling

An inspection of the program size necessary to do
all preparatory and evaluation calculations for

the measurements revealed demands up to several

100 K bytes for Fortran source programs on [BM
360/67. For this reason the complete data handling
for a2 measurement should be split into a "control
and dates acquisition part" to be done with a2 de-
dicated system and 2 "numerical part" to be done

on 2 central computing facility. The estimation of
the dally averasge data volume produced for all in-
struments clearly indicates that _the magnetic tape
would be the right support for output data. It was
also evident that each counting operation for single
or multiple detectors for reasons concerning dis-
tence and transmission speed were to be confined

to the hardware. Even I1f the numerical part of a
measurement were done elsewhere, it was always
found that there were enough computing demands left,
which had to be done on-line. The selectlon of the
Instrument electronics was consequently influenced,
in the sense that all routine functions, consisting
of a2 repeated sequence of elementary actions, e.g.
for a control loop determining periodically the in-
put value of a2n action device from the actual and
desired value, should be realized by hardware, 1o
take off from the computer unnecessary timing con~
straints to realize simple acticns. This is even
more true as, when the system was projected, eco-
nomic reasons indicated a multiprogramming system
supporting several instruments which would demand
to be served in 2 complicated time schedule. For
control loops it was decided that the computer
should Indicate o the device only the final set-
peint and get a status infcrmation following an
interrupt, when the desired setting was done. The
preliminary check of data is done in a convenient
way by visual inspection. The display Is only needed
from time to time so that the display facility may
be time-shared. The graphic information most used
is the representation of an x-axis and the presen-
tation of some channel contents of the y-axis, the
spectrum. For several applications It Is interesting
to be able to make comparisons between several
spectra. Other functions which are qulte often used
are the determination of a pesk and the Integration
of 8 spectrum befween two x-values. A hardcopy out-
put of the image presented Is useful.

2.2 System facilities

It was the Intention to create a system which com-
bines high availability In the sense of security
agalnst crash-down of components or errors of utl-
lization with high flexibility but low running cost
i.e. staff costs. Flexibility and low staff costs
can be achieved by utilization of a High Level Lan-
guage, for example FORTRAN. This enables the users
of the instruments, on condition that they can al-
ways Integrate their program into the system, to
realize directly and at any timg the measurement
program desired. High Level Languages normaliy are
toorestrictive in respect to the standardized in-
put-output function for the use of instrument con-
frol and data acquisition. Additionally I+ is dif-

ficult to execute subroutines which are conditloned
by the external events. The input-output operation
for instrument ~ control and data acquisition
shall be done principally with one generalized
write/read function. The system must permit the
introduction of new or moditled programs into the
measurement programs at any time without danger for
the whole system. The use of a High Level Language
gives here the advantage that for a Tested compller
the execution of object programs normaily does not
give rise to problems which might endanger the sys-
tem. The computer time which is not needed for in~
strument control or data acquisition should be free
for the compilation and Integration of new programs,
into the library. Particular attention must be paid
to the convenlence of testing the Instrument elec—
tronics. 1T should be possible to write particular
test routines in a High Level Language and these
test routines should be executed on-line.

2.3 Monitor system

The specification ot the system properties was

done in view of different Independent and parti-
ally contradictory demands. A multiprogramming
system with 4 to 6 instruments on one computer
seemed at the time when the project was made to
be a compromlise between system costs andreliabi-
11ty demands. Each measurement done with an in-
strument coupled to the computer means, for the
multiprogramming system, the sequentia! execution
of dlfferent subroutines which are orgenized In
one main program. The number of instruments coup-
led to the computer Is not the only factor deter-
mining the number of quasi simultanecusly running
programs. On the one hand If there are several
system users one has fo scope permanently with
programming work i.e. modiflcations, development
and test. On the other hand, especlally for long
term measurements users want besides the running

of thelr instrument to run asynchronously other
programs in order to prepare new measurement or
set-up parameters or to check the incoming measure-
ment data. The asynchronous execution of programs
independent of the experiment program in order to
check incoming measurement data necessitates the .
possibillity of communication between these pnograms.
The Job mix of a typical instrument Is supposed

to put equal weight on the input-output operations
and on numerical computations. Inpui-output ope-
rations are characterized by the fact that not only
conventional computer peripheral equipment must

- be supported but in additlon the rather extensive

instrument electronics. This leds to the combination
of two normally used strategies for the distri-
bution of system resources. Re-distribution of
system resources cen be made zccordingly to inter-
rupt priorities or lapse of time Intervals. Pro-
grams which become biocked during their execution
time must liberate the system resources. The pro-
perties of the Instruments for which the system
was designed suggested the existence of a rich
specialized numerical progrem |ibrary, even |f The
main part of the numerical work Is done elsewhere.
It is expected that the programs can be stored com=
,gle+oly in the system memory. The system must offer
he possibility of overlay for very large experiment



prograns. The existence of an Inferrupt handling .

system will be evident for the tvo groups:

- unexpected Interrupts, e.g. an operator, a user
or a davice wants to establish communication
with the computer and get some service;

- expected Inferrupts. These are interrupts which
originate in consequence of some actions initia-
ted by the computer.

The first class of interrupts normally should Inl-
tiate some action on system program level, fhe
second class of Interrupts will be used after belng
analyzed in the input-output system.

3. OOMPUTER CHARACTERISTICS AND CONFIGURATION

The system Implemented is based on 2 digital com-
puter TELEMECANIQUE T 2000 with a core memory of
32 Kwords of 20 bits (19 bits + 1 parity bit); the
cycle fime is 1.5 ps and There are 56 basic In-
structions. The interrupt system includes up fo

16 hardware levels. The system uses a flxed-head
magnetic disk memory SAGEM MS 300 (256 Kwords,

20 bits, 10 msec average access time, 200 Kbytes/
sec transfer rate) and the following peripheral
devices:

- 8 teleprinters TELETYPE ASR 33 (10 char/sec)

2 teleprinters are installed in the computer
room, 6 near The Tnstrurents;

- 2 magnetic tape recorders AMPEX-TMZ1 (9 iracks,
800 Bpi, |BM compatible);

- 1 paper tape reader TALLY 464 A(120 char/sec)

- 1 paper tape punch DATA DYNAMICS DD110 (110 char/
sec);

- 1 card reader MDS 6002 (400 cards/min);

- 1 graphic computer terminal TEKTRONIX T 4002
with a hardcopy unit T 4601 and a closed circuit
TV system with 7 TY monitors, one on each instru-
ment and ene In the computer room.

A closed interphone system allows conversation betf-

ween the users and the computer room. The Interface

between the electronics of the instruments and the

computer is realized in the CAMAC stendard. [3]

One system crate Includes the branch drivers, the’

logical Interface CAMAC T 2000, the interrupt (LAM)

sorter and the system controller. The branch high-

-way allows distances up to 200 m from the system

crate.

it

4, THE SYSTEM IMPLEMENTED

The system software is based on the manufacturer's

software packages

- Real Time Disk Monltor System (RTDMS)
- FORTRAN Package (FORTRAN 1)
- Assembler (ASMAT)

and the fol lowing packages of the system software
group .

- Real Time FORTRAN and Library Management

~ Real Time Executive

~ Command System

= CAMAC 1/0 Control System

“pherais ensure #n optimal transfer speed.

- Display Package
-Magnetic Tape Package

4.1 Manufacturer's_Software
4.1.1 Real Time Disk Monltor System

' The Real Time Disk Monitor System (RTDMS) uces the

central processor and a disk to process both real
+ime foreground and background programs. RTDMS
monltors the chaining of Jobs according to 2 hard-
ware and a software priority. The memory Is divi-
ded into a protected and an unprotected zone. The
protected zone contains the supervisor and its
modules, the drivers, the foreground resident pro=
grams and 2 swapping zone shared by the:non-resi~
dent foreground programs. The unprotected zone
contains The background monitor and a zone for the
background programs. The background monitor is the
lowest priority job and Its function is to load
into the memory programs from the disk requested
by the user (ASMAT, FORTRAN etc.). RIDMS also pro-
vides management of sequential files with file pro=
tection. This cen be used by the foreground and

background Jobs. An interrupt activates directly

a core resident program which Is executed with

the priority of the Interrupt. The ronitor saves
and restores the content of the registers of the *
‘Interruptad program. The input-output handler

MONES ensures the recognltion and the menagement

of the transfer requests on the peripheral devices.
11 also assumes and checks the execution of these

S M Wi et ter i ted et W s s T (R, 1T T

transfers. The symbollc form of the calls fo MONES
faclilitates the use of peripherals for the pro-
gramning work. Certain MONES functions such as
chalnlng of date transfer and commands to peri= _
Requests for exchanges,may be sequential or not,
and may be put on a waiting list for a peripheral
already occupied. Exchanges with disks may be made
either directly by means of MONES er by means of
the filing system. A scheduler gives conirol to
the highest priority task whose execution has

been requested. Each task has its software prio-
rity. |f the task Is not in the memory the sche-
duler makes a request to a module which liberates
the fixed memory zone (384 words) by swapping out
the occupying task on the disk and !oads from the
disk (fixed location) the priority task. During
+the transfem other tasks can be activated. Controls
are made to limit the frequency of fransfers. In
the system implemented RTOMS occupies 4 Kwords for
instructions and 3.5 Kwords for tables.

4.1.2 FORTRAN Package

The manufacturer's FORTRAN package, not integrated
into an operating system includes:

! = a conversational type compiler which generates
__an interpretzbie code. The FORTRAN source pro~

gram may be read either from a teleprinter key-
board or from a paper tape reader; the compiler
works in one simple pass, statement by statement.
In the case of @ syntactic error the compiler
accepts the correctlion,of the erroneous FORTRAN
stztement; this operation of correction is carried
out In general with the teleprinter keyboard. The

P



product of the compllation of a program or a sub-

“routine Is a generated code, which is the image

of the FORTRAN staiement and a certain number of

tables containing information rejative to the
units compliled, the variables and the labels
used. The compiler occupies nearly 4 Kwords In
the memory.

=~ The FORTRAN executive which is a re-entrant mo-
dule of about 3.5 Kwords with the prime objec~
tive of interpreting the generated code and of
executing the different FORTRAN statements. In
the case of execution error an error message is
printed ocut with the exact location in the pro-

_ gram where the error was occurred.

-~ The floating point arithmetic and mathematical
functions library which handles the arithmetle
operations and the FCRTRAN conversions. This
module occupies about 2.5 Kwords.
it is further to be noted that this FORTRAN
package permits definition of the Informetion
supports by symbolic names for the peripheral
devices either in the utilization of the com-
piler or at the level of the executive for in-
put-output operations. From this fact the assign-
ment of These symbolic names to the peripherai
device numbers of the source program gives great
flexibility in the utilization of the different
peripheral devices.

4.2 System_Software

4.2.1 Rezl Time Forfran and Library Management

To Integrate the FORTRAN package under the system,
a certain number of developments were realized
with the cooperation of the manufacturer. The new
performances of Real Time FORTRAN are the follow—
ing:
- Executlion of FORTRAN tasks in the foreground or
the background under the monitor RTDMS:
The background task controls the compilation and
execution of FORTRAN programs and the management
of +the FORTRAN program !ibraries. The foreground
tesks allow the execution of progrems stored in
the |ibrary and called by user request of the
command system.
~ Compatibifity of the FORTRAN 1/0 with the 1/0
handler of RTDMS.
= |Integration of peripheral devices not included
in the FORTRAN package such as disk and card
reader.
The user has access to a sequentlal access file
{accessible by the READ/WRITE statements) and
several direct access files (accessible by a
call to the standard functions R/WFILW) on the
disk.
-~ implementation of a package for the management
of the FORTRAN program tibraries. A number of
disk* flles is available to store user programs
in & common library or a library for each user.
The package makes it possible to save or to de-
lete programs, to list the directory and to load
pregrams inte the core memory as background work.
A dynamic control! of the availabie arez in the
core memory (8 Kwords) is done by means of a
link editor. Subroutines are loaded in the core
memory only If they are called. The area is |i-
berated following a RETURN statement.

e Integration of ney standard functions for spe-

cialized 1/0's iike CAMAC interface, magnetic
tapes and graphic computer terminal.

4.2.2 Command system

The command system allows a dialogue between the
6 users of the system and the computer. By means
of the instrument tfeleprinter the user may

- load a stack of user program names

- start the executlon of the user programs

- suspend the execution

-~ stop the execution

- access to the display

- access to the “background”

The requests are anezlyzed by tasks which themseives
activate the execution, the background and display
packages. The command system occupies 100 words

in the resident area for tables and 2. 4 Kwords

for tasks on the disk.

4.2.3 Real Time Executive

The real time executive Is a group of swappsble

tasks controlled by the monitor with the aim of

allowing the simultaneous execution of the FORTRAN

user programs. These tasks handle the different

internal aad external events during the execution

of the FORTRAN programs.

- User requests and FORTRAN statements (PAUSE,STOP)

~"Time sharing” interrupts which |1mit the exe-
cution time of each FORTRAN program o 4 seconds

= 1/0 requests with the standard peripherals

- 1/0 requests with the CAMAC interface

- Errors of the CAMAC interface

The status of the FORTRAN programs is controiled

by one task. During the |/0 with standard peripherais

or with the CAMAC interface the program is in 2

walting status and can be swapped on the disk. The _

mezsured data are stored on the disk If the

program Is swapped out. The control ‘of the swapping

area for the FORTRAN program and the background

program is done by an other task, depending on the

time sharing interrupts and the active stotus of

the programs. The real time executive occupies

300 words in the resident area and 1.8 Kwords for

tasks on the disk.

4.2.4 CAMAC 1/0 Control System

The control of the instrument electronics via the
CAMAC interface is done by means of swappable tasks,
one task for each user. Depending on the CAMAC
function the tesk calls a re-entrant subroutine

for code conversion, check of software |imits, con-
sideraticn of zero shifts, etc. and makes 2 request
to the 1/0 handler for the CAMAC interface. Imme-
diate execution of CAMAC functions like the rzad-
out of a CAMAC station register (Q-response) does
not change the active status of the FORTRAN pro-
gram. Long time execution, like moving a motor or
staerting a measurement, will set the program in the
walt status, until an |n+errup+ is received{L-res~
ponse}.

The system may be restarted after a power failure
by an operator request. In this case, the program



is continued from the point where it was [nterrup-
ted and data already acquired sre not lost. The
CAMAC 1/0 control system occuples in the resident
area 2.1 Kwords for instructions and 1.3 Kwords for
tables and on the disk 5.2 Kwords for tasks.

4.2.5 Display package

The visualisation system consists of a control

ranitor and a certzin number of swappable tasks

corresponding to the various requests. The user

has several alternatives:

- to display one or several of the disk files
created by the user FORTRAN program

= to determine the coordinztes of points of the
specira

- to Integrate a spectrum

- To extend a spectrum

- tTo commend a hardcepy-output of the image cur-
rently on the display.

Because oniy one display terminzl is available a

period of 4 minutes is allocated to each user by

the system following a request. The display pack-

age is completely independent of the real time

executive and allows simultaneous execution of a

user program and use of the dlisplay. The package

occupies 3.7 Kwords for tasks on the disk.

4.2.6 Magnetic Tape Package

The access to the magnetic tapes is possibie by

use of starndard functions in a FORTRAN program.
These functions allow transfer of data from a
user disk flle to magnetic tape {write function),
transfer of data from the magnetic tape 1o a user
disk file (read function) and transfer of data
from one magnetic tepe to another. All these tasks
use a magnetic tape input-output handler; this
handler constifutes a speciallized interface bet-
ween these tasks and the monitor RTDMS for all
elementary operations on the tape. |t controls the
storzge of the Tapes, treats function errors and
faults, meskes several attempts to perform 1/0 and
renders a status report to the calling task. A
special program informs the magnetic tape 1/0 hand-
ler that a magnefic tape physically has been moun-
ted on the tape recorder. The megnetic tape pack-
age occuplies 350 words for the 1/0 handler and

312 words for a buffer in the resident area and
2.4 Kwords for tasks on the disk.

4.3 Application_Sofiware

The application pregrams used on the system have
a cepacity of 112 Kwords, corresponding approx.
to 11,200 FORTRAN statements. The elastic scaf-
tering programs occupy 55 K, the inelastic scat-
tering programs 30 K and the utility programs in-
cluding subroutines for the orientation matrix
refinement 27 K.

4.3.1 Classic Scattering Instruments

In this area 3 different types of instruments are

Installed at fLL:

- 2-angle diffractometers: 2 types of programs are
avaitable. The first studies the diffraction of

neutrons by crystals. In this case, the program
calculates the angles from a first set of Milter's
triplet HKL. The computer controls 2 motors with
the associated shaft encoders and 3 scalers (time,
monitor, detector). ;

= 4-angle diffractometer: The computer controls

4 angies and reads 3 scalers. One program calcu-
lates the orientation matrix and the correspending
values of the instrument angles, then corrects
these angles, the wavelength and the cell dimensions
from the results of two or more measured reflec-
tions. The orientation matrix and Miller's indices
are used by another program to caiculate the set-
values of instrument angles, to execute scans

about the central values and to determine the back-
ground, the intensity without Lorentz's correction
and the ratio peak intenslity fo the background.

- a multidetector which ailows simultanecus rea-
surement of the 300 channeis of a spectrum beiween
two limits of the diffraction angle. One program
calculates the sensitivity coefficients for the
detector and another makes the acquisition of the
whole spactrum with the correction for each channel.
The data acquisition is made by use of an extarnal
buffer memory {muitichannel analyser INTERTECHNIQUE,
DIDAC 800 with a CAMAC interface).

4.3.2 Inelastic Scattering !nstruments

The application programs for the 3-axis spectro-~
meters consist of common programs (stored in the
common program library} and special programs for
each instrument. A common subroutine serves to
Input/output with any peripheral device,excluding
magnetic tapes at the moment)the physical para-
meters for a certain number of phonon spectra to
be measured. All parameters can be modified sasily
from the teleprinter keyboard and are stored on
the disk. Another common subroutine calculates
from these parameters the angle values te be set
on the instrument. This involves the calculation
of a transformation matrix @irect crystal lattice
‘to reciprocal .lattice) and elzboration of the scan
parameters for the selected scattering plane under
certain restrictive conditions for some pararsters.
Special subroutines set the calculated angle values
on the instrument, - scen with a given number of
points over a spectrum and output +the measured
data. !n these subroutines the data fransfer from
core memory to disk is done after each measured
point of a spectrum and the transfer from disk to
magnetic tape after each spectrum.

4.3.3 Utilltles

The utitities stored In a common library are
accessible by the 6 users and the background.
These are programs for elementery instrurent and
system functions: CAMAC functicens {initialize,
read, write, position); subroutines to save date
in the user's disk files; to transfer data be*ween
disk and magnetic tape; to print date and timg; to
scan over an angle and to display the measured
spectrum (this program Is useful for the calibra-
tion of the instruments). There are mathematical

. programs: an orientation matrix refinement program

for the 4-angle diffractometers and mathematical



functions which do not exist in FORTRAN |l. The -
common ]ibrary contains on-line test programs for
the CAMAC-interface and for CAMAC stations (shaft
encoders, motors, scalers etc.).

5. CRITICAL COMPARISON WITH OTHER SYSTEMS

Systems to be compeared with the system presented
should be dedicated to applications within a simi~
lar environment. Reference will be made to systems
described in the papers (31, 16], (7] ,[8]. The common
environment may be stated as [6]:

1. Experimental requirements change frequently

2. The computer system not only serves for data
acquisition, but also for setting up an instru-
ment and re-analysis of data taken during experi-
ments.

3. Few users of the system will or can be expected
to have detailed system knowledge, but mosT will
have "FORTRAN" programming experience.

4. Experiments are carried out by visiting teams,
who would |ike fo use standard software procedures.
5.There is a frequent change of experiments with
steady pregram preparation invelving compilation
and testing of new software.

We must stress here the fact thet many systems for
|aboratory or nuclear instrument applications which
are described in various papers normally satisfy #
2 of the above demands but are mostly dedicated to
single Instrument, single user, sfeady state appll~
cations. The fact that these systems are normally
programmed in assembly language puts In our view
heavy restrictions on the ease of utilization and
raises running costs for staffing reasons. The
above cited papers [ﬁ]'[ﬁl [71 all describe multipro-
gramming systems which take intoc account the above
mentioned environdent providing high-level language
support, Differences arise as to whether experiment
programs may be integrated into the system and which
program size can be supported by the system. All
systems, except the NBS system{5]for which we think
the fully speclfied and officially agreed CAMAC
speciflcation wes not yet available are provided
with a CAMAC multicrate interface bridging the dis-
tance between the computer and the remote Instru=
ments. The peripherzl equipment of the.different
computer systems obeys different technical approaches
of the same design phllosophy, e.g. the Harwell
system [6] relies heavily on magnetic tepe for bulk
storage. There are also different degrees to which
control of real-time operations Is possiblie. The
NBS system [5] provides in 2 systematic way break-
point switches and relays at the Instrument site.
To_the authors' knowledge only the Harwell system

6] has been connected to a central computing
fecility 1BM 360/75 via a high-speed data link, the
other systems transfer their data via megnetic tapes
to the main computer.

6. EVOLUTION OF THE COMPUTER SYSTEM PROJECT

6.1 Aspects of management

The specification, project study and Impiementation
of the operating system was a contract swarded to

the Laboratoire d'Electfronique et de Technologie

de |'Informatique (LETI) of the CEN Grenoble with
the participetion of members of the future ope-
rating group of the iILL. it was the Intention to
avoid a high manpower cost to ILL during reali-
zation of the project but also to guarantee good
system knowledge. Tha user programs were created

in close collaboration between members of the ILL
softwere group and the responsibles of the different
Instruments with some effort on stendardization.
During the reallization period of 2.5 years for the
vwhole system, the computer time had fo be shared
between the different electronic groups (develop=-
ment of the CAMAC Interface, special CAMAC stations,
the graphic computer terminal interface) and the
groups for system and application software.

_Flrst only ocne computer T 2000 was available, |ater

3 computers. The mathematical part of the appli-
cation software was checked partizlly on IBM 2740
terminals connected +o IBM 360 computer using a

. simulation of The CARINE system eavironment

During the debugging and set up period of 7 months,
2 computers T 2000 and the assoclated instruments
were available. During the end of the system real-
jzation & maximum number of the appllication pro-
grams were executed in order to lock for system
failures. A 40 day acceptance test was performed
under normal working conditions. The avallabillty
of the system in spite of system errors was better
than 99 % of the runtime. Instruction menuals for
the system and menuals concerning the use of the
command system and the spacial functions for appli-
cation programs were furnished by the system
softwere group. The maintenance of the computer
was done the first year by the menufacturers, later
by members of the operating group.

6.2 Statt tine

The system soffware group conslsted of 3 englneers
and 5 programmers. The operating group s ccmposed
of 2 engineers, 1 programmer and 2 fechniclians for
the maintenance. The manpower was approx. 16 man-
years for the system software and 2.5 manyears for
application software (2 months for the specifi-

cation and the debugging of the mathematical part
and 1 month for the set up period per instrument).

6.3 Financial cost

The total costs for the system Including hardwere
costs and staff costs for system software amount-’™
ing fo F 2.470.000 without taxes.

In detall: .
2 computers T 2000
TELEMECANIQUE ELECTRIQUE
with associated peripherals F 1.450.000
1 graphic computer

terminal T 4002

TEKTRONIX with hardcopy unit F  100.000

1 CAMAC interface for

11 instruments F 250.000
. System software F 670.000



The Initial financial plan was exceeded by 23 §
(18 § for the hardware and 41 % for the software).

6.4 Operating experience

Operating experience has been galned during more
then 11 months of operation. The avallabillty of
the system is now 98.0 % including time for main-
tenance (1,8 £). The idle time of the monltor lles
at 87 % of the runtime with a load of 6 instruments.
The measurement times of the different instruments
varies between 45 and 95 §. The background facitity
Is used at 4 %. The system is running 24 hours a
day without specizl operator assistance. An operator
Is only required for the daily change of the mag-
netic tapes with the measured data. For nights and
veek-ends 8 cal! service for technical assistance
in the case of system failure has been organized.
The total system recovery time is 5 minutes. User
Judgamsnt ebout system performance is mostly posi-
Five and additional instruments (3 triple-axis
spectrometers) will be connected in near future.
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